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If we want to better understand how the microtubules can translate and input the 

information carried by the electrophysiologic impulses that enter the brain cortex, 

a detailed investigation of the local electromagnetic field structure is needed. In 

this paper are assessed the electric and the magnetic field strengths in different 

neuronal compartments. The calculated results are verified via experimental data 

comparison. It is shown that the magnetic field is too weak to input information to 

microtubules and no Hall effect, respectively QHE is realistic. Local magnetic flux 

density is less than 1/300 of the Earth’s magnetic field that’s why any magnetic 

signal will be suffocated by the surrounding noise. In contrast the electric field 

carries biologically important information and acts upon voltage-gated 

transmembrane ion channels that control the neuronal action potential. If mind is 

linked to subneuronal processing of information in the brain microtubules then 

microtubule interaction with the local electric field, as input source of information 

is crucial. The intensity of the electric field is estimated to be 10V/m inside the 

neuronal cytoplasm however the details of the tubulin-electric field interaction are 

still unknown. A novel hypothesis stressing on the tubulin C-termini intraneuronal 

function is presented replacing the current flawed models (Tuszynski 2003, 

Mershin 2003, Hameroff 2003, Porter 2003) presented at the Quantum Mind II 

Conference held at Tucson, Arizona, 15-19 March 2003, that are shown in this 

presentation to be biologically and physically inconsistent. 
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Foreword 
 

The realization of this project was for the sake of elucidating the mechanisms of 

inputting the sensory information carried by the membrane potentials that enter 

the brain cortex and constructing biologically feasible model of subneuronal 

microtubule based processing of information. 

 

The electric currents are relevant stimuli eliciting conscious experience like 

memorization of past events (Wilder Penfield, 1954a; 1954b; 1955) and are used 

to restore the visual image perception in blind man via implanted in the occipital 

cortex electrodes linked to bionic eye-camera (Dobelle, 2000). The link between 

the EM field and the cytoskeletal microtubules however was not thoroughly 

understood. Indeed in the current models presented at the Quantum Mind II 

Conference, held at Tucson, Arizona, 15-19 March 2003, have been found 

severe biological and physical inconsistencies. The ferroelectric model 

(Tuszynski, 2003; Mershin, 2003) leads to extremely high electric field strength 

needed to polarize microtubules and does not take into account that the 

suggested α − β electron hopping leads to conformational transitions that 

assemble - disassemble the microtubule. The same error is found in the Orch OR 

model (Hameroff, 2003a; 2003b) plus additional experimentally disproved 

predictions about the microtubule lattice, and too slow protein dynamics (25ms). 

The third model predicting topologically stabilized quantum states and anyons 

suggested by Porter (2003) depends on the magnetic field strength that is 

responsible for putative quantum Hall effect in the 2D electron layers presented 

on the microtubule surface. This idea is not realizable in vivo because of the 

extremely small magnetic field strength inside neurons assessed to be in the 

range 10–10 - 107 tesla and because of the millikelvin temperatures needed for 

QHE. In addition there is little or no data in the presented models how exactly 

microtubule conformations produce biologically important effects inside neurons. 
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Neurobiology 
 

Brain cortex structure 

 

The brain cortex is the main residence of consciousness. All sensory stimuli are 

realized only when they reach the brain cortex and not before that! Nieuwenhuys 

(1994) outlines the origin and evolutionary development of the neocortex. A 

cortical formation is lacking in amphibians, but a simple three-layered cortex is 

present throughout the pallium of reptiles. In mammals, two three-layered cortical 

structures, i.e. the prepiriform cortex and the hippocampus, are separated from 

each other by a six-layered neocortex. Still small in marsupials and insectivores, 

this "new" structure attains amazing dimensions in anthropoids and cetaceans. 

Neocortical neurons can be allocated to one of two basic categories: pyramidal 

and nonpyramidal cells. The pyramidal neurons form the principal elements in 

neocortical circuitry, accounting for at least 70% of the total neocortical 

population. The evolutionary development of the pyramidal neurons can be 

traced from simple, "extraverted" neurons in the amphibian pallium, via pyramid-

like neurons in the reptilian cortex to the fully developed neocortical elements 

designated by Cajal as "psychic cells".  
 

Typical mammalian pyramidal neurons have the following eight features in 

common: (1) spiny dendrites, (2) a stout radially oriented apical dendrite, forming 

(3) a terminal bouquet in the most superficial cortical layer, (4) a set of basal 

dendrites, (5) an axon descending to the subcortical white matter, (6) a number 

of intracortical axon collaterals, (7) terminals establishing synaptic contacts of the 

round vesicle/asymmetric variety, and (8) the use of the excitatory aminoacids 

glutamate and/or aspartate as their neurotransmitter. The pyramidal neurons 

constitute the sole output and the largest input system of the neocortex. They 

form the principal targets of the axon collaterals of other pyramidal neurons, as 

well as of the endings of the main axons of cortico-cortical neurons.  
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Indeed, the pyramidal neurons constitute together a continuous network 
extending over the entire neocortex, justifying the generalization: the neocortex 
communicates first and foremost within itself! 
 

The neurons from different layers communicate via axo-dendritic synapses, 

which are chemical informational junctions that transfer information via 

neuromediator molecules. The neuromediator molecules released from the 

axonal terminal under depolarization (membrane firing; incoming electric 

impulse) bind to postsynaptic (dendritic) ion channels, modulate their ion 

conductivity and generate again electric impulses. Thus the electromagnetic 

events are essential in neuronal functioning, informational transfer and 

processing. 

 

Electromagnetic sensory input to the cortex 

 

The experiments with implanting electrodes directly into the brain cortex suggest 

that the cortex is the residence for conscious experience. This notion is well 

supported with clinical data. 

 

William Dobelle, M.D. (2000) has helped a blind man to see again using 

electrodes implanted into his brain and connected to a tiny television camera 

mounted on a pair of glasses. Although he does not "see" in the conventional 

sense, he can make out the outlines of objects, large letters and numbers on a 

contrasting background, and can use the direct digital input to operate a 

computer. The man, identified only as Jerry, has been blind since age 36 after a 

blow to the head. Now 64, he volunteered for the study and got a brain implant in 

1978. There has been no infection or rejection in the past 24 years. 
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Scientists have been working since 1978 to develop and improve the software 

that enables Jerry to use the device as a primitive visual system. Jerry’s “eye” 

consists of a tiny television camera and an ultrasonic distance sensor mounted 

on a pair of eyeglasses. Both devices communicate with a small computer, 

carried on his hip, which highlights the edges between light and dark areas in the 

camera image. It then tells an adjacent computer to send appropriate signals to 

an array of 68 small platinum electrodes on the surface of Jerry's brain, through 

wires entering his skull behind his right ear. The electrodes stimulate certain 

brain cells, making Jerry perceive dots of light, which are known as phosphenes. 

Jerry gets white phosphenes on a black background. With small numbers of 

phosphenes you have (the equivalent of) a time and temperature sign at a bank. 

As you get larger and larger numbers of phosphenes, you go up to having a 

sports stadium scoreboard.  

 

If he is walking down a hall, the doorway appears as a white frame on a dark 

background. Jerry demonstrated by walking across a room to pull a woolly hat off 

a wall where it had been taped, took a few steps to a mannequin and correctly 

put the hat on its head.  A reproduction of what Jerry sees showed crosses on a 

video screen that changed from black to white when the edge of an object 

passed behind them on the screen. Jerry can read two-inch tall letters at a 

distance of five feet. And he can use a computer, thanks to some input from his 

8-year-old son, Marty.  "When an object passes by the television camera ... I see 

dots of light. Or when I pass by it," Jerry says. The system works by detecting the 

edges of objects or letters. Jerry, currently the only user of the latest system, 

must move his head slightly to scan what he is looking at. He has the equivalent 

of 20/400 vision - about the same as a severely nearsighted person - in a narrow 

field. Although the relatively small electrode array produces tunnel vision, the 

patient is also able to navigate in unfamiliar environments including the New York 

City subway system. 
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Another interesting fact is that lesions in the primary visual cortex cause 

amaurosis corticalis - a condition with decreased visual acuity or even blindness, 

but with normal pupillar reactions i.e. although there is subcortical neural 

processing of information, it is not realized because it does not enter the cortex. It 

can also be concluded that relevant stimulus for the cortical neural cells is the 

membrane potential, which is then converted into specific quantum states if the 

Q-mind hypothesis proves true!  

 

Neuronal morphology 

 

The morphology of a single neuron is relatively simple. In this study is presented 

a hippocampal pyramidal CA3 (cornu ammonis 3 region) neuron that is typical 

cortical pyramidal neuron. The neuron has body called soma and two types of 

projections: dendrites that input electrophysiologic information and axon 

branching into axonal collaterals that output information via neuromediator 

release (exocytosis) under membrane firing (depolarization). 

 

 
 

Fig. 1 Structure of hippocampal CA3 neuron. AD, apical dendrites; BD, basal 
dendrites; S, soma; AX, axon. From Eichler West et al. (1998). 
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When cortical pyramidal cells are stained using the immunohistochemical 

methods we observe that long apical dendrites are extended toward the surface 

cortical layer and basal dendrites are extended in all directions in the area 

adjacent to the soma. Dendrites can be thought of as extensions of the cell body 

with maximal length ~ 1-2 mm in the largest neurons (Fiala & Harris, 1999), 

which provide increased surface area at much lower cell volumes. For example, 

97% of the surface area of a motor neuron (excluding the axon) is dendritic 

(Ulfhake & Kellerth, 1981). The dendrites have 3.7x105 µm2 of surface area while 

occupying only 3x105 µm3. To provide an equivalent surface, a spherical cell 

body would be 340 µm in diameter and consume 2x107 µm3. The fact that 80% of 

the surface area of proximal dendrites of motor neurons are covered with 

synapses (Kellerth et al., 1979) suggests that this increased surface area is 

indeed valuable for increasing the number of inputs to a neuron. 

 

The most common synaptic specializations of dendrites are simple spines. 

Spines are protrusions from the dendrite of usually no more than 2 µm, often 

ending in a bulbous head attached to the dendrite by a narrow stalk or neck. 

Spine heads usually have diameter ~ 0.6 µm; when this diameter is exceeded we 

speak about mushroom spines. The spines are usually pedunculated (i.e. they 

have narrow neck) but sessile spines with no neck are also known. The total 

spine length for CA1 pyramidal neuron is 0.2-2µm, neck diameter 0.04-0.5µm, 

neck length 0.1-2µm, total spine volume 0.004-0.6µm3, total surface area of a 

single spine 0.1-4µm2, postsynaptic density (PSD) area 0.01-0.5µm2. 

 

Neurons are classified as spiny, sparsely spiny, and nonspiny (or smooth) 
according to the density of simple spines on their dendrites (Peters & Jones, 

1984). Such a classification is complicated by the fact that different dendrites of a 

given neuron may exhibit widely different spine densities (Feldman & Peters, 

1978). Even along the length of a dendritic segment, spine densities can vary 

widely. Nominally nonspiny dendrites often exhibit a few simple spines. 
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Table I Dendrites in rat CA1 pyramidal cell 

 

Dendritic 

type 

Number of 

dendrites 

Proximal 

diameter 

 

Branch 

points 

Distal 

diameter 

Dendrite 

extend 

Basal 

dendrites 

5 1µm 30 0.5-1µm 130µm 

Stratum 

radiatum 

1 31µm 30 0.25-1µm 110µm 

Stratum 

moleculare 

  15 0.25-1µm 500µm 

 

The cytoskeleton of dendrites is composed of microtubules, neurofilaments, and 

actin filaments. Microtubules are long, thin structures, approximately 25 nm in 

diameter, oriented to the longitudinal axis of the dendrite. In regions of the 

dendrite free of large organelles, they are found in a regular array at a density of 

50-150 µm–2. Microtubules are typically spaced 80-200 nm apart, except in 

places where mitochondria or other organelles squeeze in between them. 

Microtubules are the “railroad tracks” of the cell and they play an important role in 

the transport of mitochondria and other organelles (Overly et al., 1996). 

 

The cell body (soma) is the trophic center of the neuron and in CA1 neuron has 

diameter ~ 21µm. The cell body (soma) contains the nucleus and the principal 

protein synthetic machinery of the neuron. Axons have essentially no ability to 

synthesize protein, since they do not contain ribosomes or significant amounts of 

RNA. Thus, axons depend entirely on proteins produced in the cell body, which 

are delivered into the axon by important transport processes. Dendrites do 

contain small amounts of both mRNA and ribosomes, and this protein synthetic 

machinery is thought to play an important role in dendritic function, but most of 

the proteins that are present in dendrites are transported from the cell body. 
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Because of the large concentrations of ribosomes, neuronal cell bodies stain 

heavily with basic dyes such as thionin and cresyl violet, which are routine stains 

for neuropathological studies. In many of the larger neurons, thionin and cresyl 

violet stains reveal clumps of heavily stained material, termed Nissl bodies. Nissl 

bodies represent the stacks of rough endoplasmic reticulum visible at the 

electron microscopic level. 

 

The distribution of Nissl substance is an indication of the protein synthetic activity 

of the neuron. When conditions lead to decreases in protein synthesis, there are 

decreases in Nissl staining. For example, when neurons are axotomized, they 

often exhibit a response termed chromatolysis, which is characterized by a 

dispersal of Nissl substance. During the time that the Nissl substance is 

dispersed, protein synthesis is decreased. Neuronal cell bodies also contain a 

prominent Golgi apparatus, like other secretory cells. As in other cell types, an 

important function of the Golgi apparatus of neurons is terminal glycosylation of 

proteins synthesized in the rough endoplasmic reticulum. 

 

The axon is the output projection that branches into axonal collaterals that reach 

distant dendrites of target neurons. Study of CA3 -> CA1 axo-dendritic synapses 

shows that the synapses are formed at 2.7 µm intervals along the axons, the 

axonal shafts are 1.4 ± 1.2 µm long and the varicosities have oblong form and 

length – 1.1 ± 0.7 µm (Shepherd & Harris, 1998). It is also possible axo-axonal 

electric synapses known as gap junctions to account for ultrafast (200Hz) 

signalling between neurons. Axons contain microtubules, usually with closer 

spacing than in dendrites. 
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The neuronal cytoskeleton 

 

The neuronal cytoskeleton is protein lattice composed from microtubules, 

intermediary and actin filaments. It was conjectured that the neuronal 

microtubules are essential subneuronal processors of information i.e. they act as 

quantum computers that’s why in this study we will focus our attention on the 

interaction between the microtubules and the local electromagnetic field. 

 

Microtubules are hollow cylindrical tubes, of about 25 nm in diameter on the 

outside and 14 nm on the inside, whose walls are polymerized arrays of protein 

subunits. Their lengths may range from tens of nanometers during early 

assembly, to possible centimeters in nerve axons within large animals. The 

protein subunits assemble in longitudinal strings called protofilaments, 13 parallel 

protofilaments laterally align to form the hollow tubules. The protein subunits are 

peanut shaped dimers, which in turn consists of two globular proteins, monomers 

known as α− and β−tubulin.  

 

The α− and β−tubulin monomers are similar molecules with identical orientation 

within protofilaments and tubule walls. In the polymerized state of the MT, one 

monomer consists of 40% α-helix, 31% β-sheet and 29% random coil. Each 

monomer consists of about 500 aminoacids, is about 4nm x 4nm x 4nm and has 

a local polarity. Each dimer, as well as each MT, appears to have an electric 

polarity or dipole, with the negative end oriented towards the α−monomer and the 

positive end towards the β−monomer. The dipole character of the dimer 

originates from the 18 calcium ions bound within each β−monomer. An equal 

number of negative charges required for the electrostatic balance are localized 

near the neighboring α−monomer (Mavromatos et al., 2002). 
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The cytoplasmic structural and dynamical organization of cells is due to the 

presence of networks of interconnected protein polymers, referred to as the 

cytoskeleton. The cytoskeleton consists of microtubules, actin microfilaments, 

intermediate filaments and an organizing complex, the centrosome with its chief 

component the centriole, built from two bundles of microtubules in a separated 

T-shape. The centrosomal microtubules are unstable and undergo intense 

dynamics. Much of the dynamic nature of microtubules is attributed to regulated 

growth and shrinkage of the polymer plus ends (dynamic instability) or to the 

addition of subunits at the plus end while they are simultaneously lost from the 

minus end (treadmilling). 
 

The first stage of microtubule formation is called nucleation. The process 

requires tubulin, Mg 2+ and GTP and also proceeds at 370C. This stage is 

relatively slow until the microtubule is initially formed. Nucleation of microtubule 

assembly can occur spontaneously in a solution of purified tubulin subunits, or it 

can be stimulated by addition of seeds. Several studies have examined the 

pathway of early assembly, and conclude that the crucial event in nucleation is 

formation and growth of a 2-D polymer, the microtubule wall. Investigation by 

Erickson & Stoffler (1996) shows that third type of tubulin subunit, namely 

γ−tubulin is important for nucleation. γ−tubulin forms spiral that extends a short 

length of straight protofilament, which serves as a stable seed for nucleation of a 

second protofilament. α/β subunits form lateral bonds to the γ−tubulin 

protofilament, and longitudinal bonds to each other. When this second 

protofilament has achieved three consecutive α/β subunits, growth is more 

favorable than disassembly and the microtubule should be nucleated. The 

second phase, called elongation proceeds much more rapidly. The α− and 

β−tubulin molecules join to form heterodimers. The heterodimers attach to other 

dimers to form oligomers, which elongate to form protofilaments. Each dimer 

carries two GTP molecules. However the GTP that appears to function binds to 

the β-tubulin molecules. When a tubulin molecule adds to the microtubule, the 
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GTP is hydrolyzed to GDP. Eventually the oligomers will join to form the ringed 

microtubule. The hydrolysis of GTP of course is facilitated at a temperature of 

370C and stopped at temperatures of 40C. As the oligomers assemble, they form 

a series of rings, 25 nm in diameter. 

 

In the cell itself, microtubules are formed in an area near the nucleus called 

aster. This is also called the microtubule organizing center (MTOC), or 

centrosome. Microtubules are polar with a plus end (fast growing) and a minus 

end (slow growing). Usually the minus end is the anchor point in the MTOC. The 

plus end carries the GTP molecules, which may be hydrolyzed to GDP. 

Hydrolysis is not necessary, however. Tests have shown that microtubules will 

form normally with nonhydrolyzable GTP analog molecules attached, however 

they will not be able to depolymerize. 

 

It should be stressed that in neurons the microtubule severing by specific 

enzyme called katanin (Quarmby, 2000) is important for the production of 

non-centrosomal microtubules, which are stable and thus good candidate for 

quantum computation. Ahmad et al. (1999) have shown that in neurons a large 

number of non-centrosomal microtubules is required for the growth and 

maintenance of neuronal processes. 

 

Injection of an anti-katanin antibody into neurons leads to an accumulation of 

centrosomal microtubules and a loss of neuronal processes, which indicates that 

centrosomal katanin, is important for the production of non-centrosomal 

microtubules primarily through severing of the microtubules near the centrosome. 

In the neurons the minus end might be capped, which would allow the 

persistence of centrosome-free microtubules (Rodionov et al., 1999). 
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Recent computational study by Baker et al. (2001) has shown that the 

microtubules have electronegatively charged inner and outer surface and 

positively charge core. This result suggests existence of two 2-D electron layers 

(inner and outer) and interesting possibility for anyon formation. Anyons have 

been found in Nature and could exist in microtubules. They are 2D quasiparticles 

with partial spin made out of groups of electrons and are ideal candidates for 

fault-tolerant quantum computation (Porter, 2003; Kitaev, 1997; Mochon, 2003). 

According to Mitchell Porter (2003) there are four ways in which the microtubule 

has what it takes to be an anyonic medium: (1) it’s two-dimensional – necessary 

for anyons; (2) it’s a cylinder rather than a plane – should turn useless “abelian” 

anyons into useful “nonabelian” anyons; (3) it’s a hexagonal array of qubits – can 

form domain walls and anyonic defects; (4) the Fibonacci numbers define the 

geometry of the microtubule. The dependence of the topological anyon model on 

the magnetic field strength and putative quantum Hall effect (QHE) however is 

detrimental for its applicability in vivo. 
 

 
 

Fig. 2 Microtubule sandwich structure. Cartesian coordinate system attached to 
the microtubule. The inner and the outer 2D surface of the microtubule are 
electronegatively charged (red), while the core is electropositive (blue). 
 

 



 16

Electrodynamics 
 

Right-handed coordinate systems 

 

In order to investigate the electromagnetic field structure it is appropriate to be 

acquainted with the basic mathematical definitions and physical postulates in 

classical electrodynamics. First it is worth pointing out that a quantity is either a 

vector or a scalar. Scalars are quantities, which are fully described by a 

magnitude alone. Vectors are quantities, which are fully described by both a 

magnitude and a direction. Because we will work mostly with vectors we have to 

define what is positive normal to given surface s, what is positive direction of 

given contour Γ and what is right-handed coordinate system? 

 

Right-handed coordinate system Oxyz is such system in which if the z-axis points 

towards your face the counterclockwise rotation of the Ox axis to the Oy axis has 

the shortest possible path. The positive normal +n of given surface s closed by 

contour Γ is collinear with the Oz axis of right-handed coordinate system Oxyz 

whose x- and y-axis lie in the plane of the surface. The positive direction of the 

contour Γ is the direction in which the rotation of x-axis to the y-axis has the 

shortest possible path. 

 

 

Fig. 3 Direction of the positive normal and right handed coordinate system. 
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Vectors 

 

Because we will work with vectors it should be noted that there are two types of 

multiplication of vectors - the dot product and the cross product. Geometrically, 

the dot product of two vectors is the magnitude of one times the projection of the 

other along the first. The symbol used to represent this operation is a small dot at 

middle height (·), which is where the name dot product comes from. Since this 

product has magnitude only, it is also known as the scalar product. 
 

(1)   cosA B AB β⋅ =  

 

where β is the angle between the two vectors. 

 

Geometrically, the cross product of two vectors is the area of the parallelogram 

between them. The symbol used to represent this operation is a large diagonal 

cross (×), which is where the name cross product comes from. Since this product 

has magnitude and direction, it is also known as the vector product. 
 
(2)   β× = sinA B AB n  

 

where the vector n  is a unit vector perpendicular to the plane formed by the two 

vectors. The direction of n  is determined by the right hand rule.  

 

The right hand rule says that if you hold your right hand out flat with your fingers 

pointing in the direction of the first vector and orient your palm so that you can 

fold your fingers in the direction of the second vector then your thumb will point in 

the direction of the cross product. 
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Electric field 

 

The electromagnetic field is composed from electric and magnetic field. The 

electric field could be described via vector field of the electric intensity E . The 

electric intensity is defined as the ratio of the electric force EF  acting upon 

charged body and the charge q of the body. 

 

(3)   
0

lim E E

q

F dF
E

q dq∆ →

∆
= =

∆
 

 

It should be noted that the electric field is potential field – that is the work W 

along closed contour Γ is zero. 

 

(4)   0W dWΓ
Γ

= =∫  

(5)   0EF dl
Γ

⋅ =∫  

 

where l is the length of the contour Γ.  

 

Every point from the electric field has electric potential V defined with the specific 

(for unit charge) work needed to carry a charge from this point to infinity. The 

electric potential of point c of given electric field has potential V defined by: 

 

(6)   
c

V E dl K
∞

= ⋅ +∫  

 

where 0V K∞ = = . The electric potential difference between two points 1 and 2 

defines voltage V∆  (synonyms: electric potential, electromotive force, potential, 
potential difference, potential drop). 
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(7)   
2

1

2

1

V

V

V dV E dl∆ = = ⋅∫ ∫  

 

The link between the electric intensity E  and the gradient of the voltage V∇ is: 

 

(8)   E V= −∇  

 

where the gradient is a vector operator denoted ∇  called Del or nabla (Morse & 

Feshbach, 1953; Arfken, 1985; Kaplan, 1991; Schey, 1997). 

 

(9)   ( )f grad f∇ ≡  

 

The gradient vector is pointing towards the higher values of V, with magnitude 

equal to the rate of change of values. The direction of f∇  is the orientation in 

which the directional derivative has the largest value and | |f∇  is the value of 

that directional derivative. The directional derivative 0 0 0( , , )uf x y z∇  is the rate at 

which the function ( , , )f x y z  changes at a point 0 0 0( , , )x y z  in the direction u 

 

(10)   
→

+ −
∇ ≡ ∇ =

0

( ) ( )
limu h

u f x hu f x
f f

u h
 

 

and u  is a unit vector Weisstein (2003). 

 

Another vector not directly measurable that describes the electric field is the 

vector of the electric induction D , which for isotropic dielectric is defined as: 

 

(11)   D Eε= ⋅  

 

where ε is the electric permittivity of the dielectric. The electric permittivity of the 
vacuum is denoted with 12

0 8.84 10ε −≈ ×  F/m.  
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Physical and vector fluxes 

 

The Maxwell’s law for the electric flux DΦ  of the vector of the electric induction 

D  says that DΦ  through any closed surface s is equal to the exciting the electric 

field charge q that is located in the space region inside s. This could be 

expressed mathematically: 

 

(12)   D qΦ =  

(13)   
( )s

D ds q⋅ =∫∫  

 

If the normal n+  of the surface s and the vector D  form angle β then the flux 

DΦ  could be defined as: 

 

(14)   
( )

. cosD
s

D ds D s D s βΦ = ⋅ = ⋅ =∫∫  

(15)   cosDd D ds D ds βΦ = ⋅ = ⋅  

 

 

Fig. 4 The flux DΦ of the vector of the electric induction D  through surface s. If 
the surface s is closed then D qΦ = . Modified from Zlatev (1972). 
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From the Maxwell’s law we could easily derive the Gauss’ theorem: 

 

(16)   E
q
ε

Φ =  

(17)   
( )s

q
E ds

ε
⋅ =∫∫  

 

where EΦ  is the flux of the vector of the electric intensity E  through the closed 

surface s. It is important to note that the full electric flux DΦ  could be 

concentrated only in small region s∆  of the closed surface s, so we could 

approximate: 

 

(18)   
( )

D
s

D ds q
∆

Φ = ⋅ =∫∫  

 

In other cases when the electric field is not concentrated in such small region but 

we are interested to know the partial electric flux D∆Φ  through partial surface s∆  

for which is responsible electric charge q∆  it is appropriate to use the formula: 

 

(19)   
( )

D
s

D ds q
∆

∆Φ = ⋅ = ∆∫∫  

 

Electric current 

 

The electric current i  that is the flux of (positive) physical charges could be 

defined using both scalar and vector quantities. 

 

(20)   
0

lim
t

q dq
i

t dt∆ →

∆
= =

∆
 

(21)   
( )

J
s

i J ds= ⋅ = Φ∫∫  

 

where J  is the density of the electric current.  
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As a scalar quantity the current density J is defined by the following formula: 

 

(22)   
0

lim
ns n n

i di
J

s ds∆ →

∆
= =

∆
 

 

where ns  is the cross section of the current flux JΦ . It is useful to note that 

usually with i  is denoted the flow of positive charges. The flow of negative 

charges could be easily replaced with positive current with equal magnitude but 

opposite direction. Sometimes however we would like to underline the nature of 

the charges in the current and use vectors with indices i+  or i−  where the 

direction of the vectors coincides with the direction of motion. 

 

If we have cable and current flowing through it, according to the Ohm’s law the 

current i  is proportional to the voltage V and conductance G and inversely 

proportional to the resistance R: 

 

(23)   .
V

i V G
R

= =  

(24)   l
R

s
ρ=  

(25)   s
G

l
γ=  

 

where ρ is the specific resistance for the media, γ is the specific conductance, l is 

the length of the cable and s is its cross section. 
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Magnetic field 

 

The magnetic field is the second component of the electromagnetic field and is 

described by the vector of the magnetic induction B  (known also as: magnetic 
field strength or magnetic flux density) that is perpendicular to the vector of the 

electric intensity E . The magnetic field acts only on moving charges and 

manifests itself via electromagnetic force MF  acting upon flowing currents inside 

the region where the magnetic field is distributed. From the Laplace’s law it is 

known that the electromagnetic force MF  acting upon cable with electric current 

⋅i l  that is inside magnetic field with magnetic induction B  is equal to the vector 

product of the two vectors: 

 

(26)   MF i l B= ⋅ ×  

(27)   MdF i dl B= ⋅ ×  

 

If we have magnetic dipole the direction of the vector of the magnetic induction is 

from the south pole (S) to the north pole (N) inside the dipole and from N to S 

outside the dipole. 

 

The magnetic field could be excited either via changes in existing electric field E  

or by flowing electric current i .  

 

In the first case the magnetic induction is defined by the Ampere’s law (J=0): 

 

(28)   0 0
Ed

B dl
dt

ε µ
Γ

Φ
⋅ =∫  

 

In the second case if we have cable with current i  it will generate magnetic field 

with induction B  whose lines have the direction of rotation of right-handed screw 

when it penetrates in the direction of the current i . 
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Fig. 5 Direction of the lines of the magnetic induction around axis with current (a) 
and along the axis of contour with current (b). The current  i  by convention 
denotes the flux of positive charges. 

 

The united electromagnetic field manifests itself with resultant electromagnetic 
force RF  defined by the Coulomb-Lorentz formula: 

  

(29)   ( )R iF q E v B= + ×  

 

where iv  is the velocity of the charge q. 

 

(30)   i
dl dq dl i dl

v
dt dt dq dq

⋅ ⋅
= = =

⋅
 

 

If we have magnetically isotropic media then we could define another vector 

describing the magnetic field called magnetic intensity H  that is: 

 

(31)   B
H

µ
=  

 

where µ is the magnetic permeability of the media. The magnetic permeability of 
the vacuum is denoted with 7

0 4 10µ π −≈ ×  H/m. 
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The circulation of the vector of the magnetic intensity H  along closed contour 

Γ1 with length l, which interweaves contour Γ2 with flowing current i  through it, is 

defined by the formula: 

 

(32)   
1

H dl i
Γ

⋅ =∫  

 

It can be seen that the magnetic field is non-potential field since the lines of the 

field intensity H  are closed and always interweave the contour with the excitatory 

current i . The circulation of the vector H  will be zero only along those closed 

contours that do not interweave the current i . 

 

 
 

Fig. 6 The circulation of the vector of magnetic intensity H  along the closed 
contour Γ1 equals the current i flowing through the interweaved contour Γ2. 
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Electromagnetic induction 

 

Analogously to defining the flux DΦ  of the vector of the electric induction D  we 

can define the flux BΦ  of the vector of the magnetic induction B : 

 

(33)   
( )

B
s

B dsΦ = ⋅∫∫  

 

It is useful to know that the change in the magnetic flux generates inducted 

voltage VΦ  according to the Lenz’s law: 

 

(34)   Bd
V

dtΦ
Φ

= −  

(35)   Bd
E dl

dtΓ

Φ
⋅ = −∫  

 

Thus the Lenz’s law shows that there will be induced current if there is a static 

cable inside changing magnetic field: 

 

(36)   
( )s

B
V ds

tΦ
∂

= − ⋅
∂∫∫  

 

or if the cable is moving inside a static magnetic field: 

 

(37)   [ ]V v B lΦ = − × ⋅  

 

The full magnetic flux LΦ  of the self-inducted magnetic field B  by contour with 

current i  is called self-inducted flux. The self-inducted flux is linear function of 

the current: 

 

(38)   L L iΦ = ⋅  
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where L is scalar known as self-inductance and depends only on the magnetic 

permittivity µ of the media and the geometric parameters LΠ  that determine the 

size and the shape of the contour: 

 

(39)   ( , )LL f µ= Π  

 

Self-inducted voltage LV  appears every time in electric cable when there is 

change of the current i  and this self-inducted voltage opposes to the change of 

the current: 

 

(40)   L
di

V L
dt

= − ⋅  

 

Maxwell’s equations 

 

In order to summarize the presented basic principles of electromagnetism it is 

useful to write down the Maxwell’s equations. Although these equations have 

been worked out a century ago they present in concise form the whole 

electrodynamics. 

 

I. Integral form in the absence of magnetic or polarizable media 
 

Gauss' law for electricity 

 

(41)   
0

q
E ds

ε
⋅ =∫∫  

 

Gauss' law for magnetism 

 

(42)   0B ds⋅ =∫∫  
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Faraday's law of induction 

 

(43)   Bd
E dl

dt
Φ

⋅ = −∫  

 

Ampere's law 

 

(44)   0 2

1
B dl i E dl

tc
µ ∂

⋅ = + ⋅
∂∫ ∫  

 

II. Differential form in the absence of magnetic or polarizable media 
 

Gauss' law for electricity 

 

(45)   
0

4E k
ρ π ρ
ε

∇ ⋅ = =  

where ρ is the charge density and 
0

1
4

k
πε

=  is the Coulomb’s constant. 

 

Gauss' law for magnetism 

 

(46)   0B∇ ⋅ =  

 

 

Faraday's law of induction 

 

(47)   B
E

t
∂

∇ × = −
∂

 

 

Ampere's law 

 

(48)   
2 2

0

1J E
B

tc cε
∂

∇ × = +
∂
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III. Differential form with magnetic and/or polarizable media 
 

Gauss' law for electricity 

 

(49)   D ρ∇ ⋅ =  

(50)   0D E Pε= +  

 

where P denotes the polarization. For free space we have 0D Eε= ⋅  and for 

isotropic linear dielectric D Eε= ⋅ . If a material contains polar molecules, they 

will generally be in random orientations when no electric field is applied. An 

applied electric field will polarize the material by orienting the dipole moments of 

polar molecules. This decreases the effective electric field between the plates 

and will increase the capacitance of the parallel plate structure. 

 

Gauss' law for magnetism 

 

(51)   0B∇ ⋅ =  

 

Faraday's law of induction 

 

(52)   B
E

t
∂

∇ × = −
∂

 

 

Ampere's law 

 

(53)   D
H J

t
∂

∇ × = +
∂

 

(54)   0( )B H Mµ= +  

 

where M denotes the magnetization. For free space we have 0B Hµ= ⋅  and for 

isotropic linear magnetic medium B Hµ= ⋅ . The orbital motion of electrons 
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creates tiny atomic current loops, which produce magnetic fields. When an 

external magnetic field is applied to a material, these current loops will tend to 

align in such a way as to oppose the applied field. This may be viewed as an 

atomic version of Lenz's law: induced magnetic fields tend to oppose the change, 

which created them. Materials in which this effect is the only magnetic response 

are called diamagnetic. All materials are inherently diamagnetic, but if the atoms 

have some net magnetic moment as in paramagnetic materials, or if there is 

long-range ordering of atomic magnetic moments as in ferromagnetic materials, 

these stronger effects are always dominant (Nave, 2003). 

 

It is interesting to note that the three basic physical constants in 

electromagnetism: the electric permittivity of vacuum, the magnetic permeability 
of vacuum and the velocity of light in vacuum are linked by the equation: 

 

(55)   2
0 0 0 1cε µ =  

 

Taking into account the presented basic laws in the classical electrodynamics we 

could try to model the electromagnetic field structure and effects taking place in 

different compartments of the neural cells – dendrites, soma and axons. 
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Electromagnetic fields in vivo 
 

Neuronal membranes as excitable units 

 

Physiologically, the electrical signal of relevance to the nervous system is the 

difference in electrical potential between the interior of a neuron and the 

surrounding extracellular medium (Schneidman, 2001). The ionic concentration 

gradients across the cell membrane and the membrane permeability to these 

ions, determine the membrane potential. The cell membrane is a lipid bilayer, 

which is impermeable to most ions. Electrically, the membrane is a capacitor 

separating the charges residing along its inner and outer surface, from both 

sides. While the resistance of the lipid bilayer by itself is quite high, the 

resistance of the membrane is significantly reduced by the numerous aqueous 

pores in the membrane, termed ion channels. 

 

The ions flow into and out of the cell due to both voltage and concentration 

gradients. However, without external stimuli, these different forces drive the cell 

to an equilibrium point - the resting membrane potential Vm of a neuron, which 

can be explained from basic physical chemistry principles. Under these resting 

conditions, the electrical gradient and the ionic concentration gradient balance 

each other for each of the ion types. The potential inside the cell membrane of a 

neuron, resulting from the accumulation of charges on the membrane, is then 

about -70 mV relative to that of the surrounding bath, and the cell is said to be 

polarized. 

 

The positive ions (sodium, calcium) that enter the cytoplasm decrease the 

electronegativity of the membrane potential i.e. they lead to depolarization of the 

membrane, while the negative ions entering the cytoplasm (chloride) increase the 

electronegativity of the membrane potential i.e. they hyperpolarize the 

membrane. The flow of ions from the extracellular space towards the cytoplasm 
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is called influx, while the opposite flow is called efflux. Certain ion channels and 

ion pumps extrude ions from the cytoplasm towards the extracellular space, 

however here the positive ion efflux (potassium) leads to hyperpolarization, while 

the negative ion efflux (hydrogencarbonate) leads to depolarization! Normal 

neuronal membrane potentials vary over a range from about -90 mV to +50 mV. 

 

The ion channels in the neuronal membranes are ligand or voltage gated. In the 

first case ligands are the neuromediator molecules that bind to the receptor ion 

channels and open their gates causing flux of ions. In the second case the ion 

channels are sensitive to the voltage across the membrane and their gates open 

and close in concert with the membrane potential changes. 

 

 
 

Fig. 7 Membrane lipid bilayer and a single ion channel. Every phospholipid 
molecule consists of polar head and non-polar tail. The diameter of the ion 
channel is 3-6 nanometers. Legend: AP, aqueous pore; SF, selectivity filter; IG, 
inactivation gate. 
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Cable equation and dendritic modeling 

 

The main communication between two neurons is achieved via axo-dendritic 

synapses located at the top of the dendritic spines that are typical for the cortical 

neurons. It is known that the dendritic postsynaptic membranes convert the 

neuromediator signal into postsynaptic electric current. The neuromediator 

molecules bind to specific postsynaptic ion channels and open their gates. The 

ion species that enter the dendritic cytoplasm change the membrane potential.  
 

The dendritic projections could be modeled as electric cables. That is the electric 

impulses decrement as they are transmitted by the dendrites. The neuronal 

membrane could be replaced with equivalent electric schema that takes into 

account only the passive properties of the membrane. 

 

 
Fig. 8 Equivalent electric schema of passive neuronal membrane. 
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Table II Units of the passive membrane. Modified from Paul Sajda (2002). 

 

Symbol  SI units Physical meaning Notes 

aR  Ω Axial (intracellular) resistance 

eR  Ω Extracellular resistance 

mR  Ω Membrane resistance 

mC  F Membrane capacitance 

For a segment of cable 

with a fixed length and 

fixed diameter 

ir  Ω/m Cytoplasmic resistivity 

er  Ω/m Extracellular resistivity 

mr  Ω.m Membrane resistivity 

mc  F/m Membrane capacitance 

For unit length of cable 

with fixed diameter 

AR  Ω.m Specific axial resistance 

ER  Ω.m Specific extracellular resistance 

MR  Ω.m2 Specific membrane resistance 

MG  S.m-2 Specific membrane conductance 

MC  F/m2 Specific membrane capacitance 

For unit length and unit 

diameter (i.e. unit volume 

or surface area of cable) 

Vm V Transmembrane voltage  

 

 

These physical parameters are linked according to the following equations: 

 

(56)   2

4
a i A

l
R r l R

dπ
= =  

(57)   m M
m

r R
R

l dlπ
= =  

(58)   m m MC c l dlCπ= =  

 

where d is the diameter of the neural projection and l is its length. 

 

 

 



 35

Some of the specific parameters were experimentally estimated for real neurons. 

The specific axial resistance AR  is 0.6-1 Ω.m (Miller, 1980; Miller et al., 1985; 

Fleshman et al., 1988). The value of the specific membrane resistance MR  is 

0.5-10 Ω.m2 (Miller et al., 1985; Cauller, 2003) and for the specific membrane 
capacitance MC  it is 0.01 F/m2 (Miller et al., 1985). 

 

If we introduce a rectangular electric impulse with voltage V, then the voltage 

across the membrane changes according to the cable equation: 

 

(59)   
2

2
2

0
V V

V
tx

λ τ∂ ∂
− + + =

∂∂
, 

 

where 

 

(60)   m m m m M Mr c R C R Cτ = = =  

 

is the time constant (τ) and 

 

(61)   2 m

i e

r
r r

λ =
+

 

 

is the square of the space constant (λ). 

 

In neurons i er r  (Sajda, 2002) so we can write: 

 

(62)   
4

m M

i A

r Rd
r R

λ = =  
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The cable equation describes the distribution of the membrane potential in space 

and time if hyperpolarizing or depolarizing impulse is applied (Stoilov et al., 

1985). The time constant (τ) and the space constant (λ) have the meaning 

respectively of time and distance for which the electric voltage V changes e~2,72 

times. 

 

The time constant depends on the membrane resistance that changes in time 

because the channels do close and open. Dendritic membrane resistivity is 

shown to be a sigmoidal function (Waldrop & Glantz, 1985). The time constant 

depends on the channel conductances (Mayer & Vyklicky, 1989) and if directly 

calculated we obtain wide range from 10ms to 100ms. 

 

The space constant depends on the geometry of the neuronal projection and 

particularly on its diameter. The space constant λ for dendrite with d=1µm is: 

 

(63)  
6 210 0.5 .

353
4 4 1 .

M

A

Rd m m
m

R m
λ µ

− × Ω
= = ≈

× Ω
 

 

Electric field in dendrites 

 

Sayer et al. (1990) have measured the evoked excitatory postsynaptic potentials 

(EPSP) by single firing of the presynaptic terminal. In their study 71 unitary 

EPSPs evoked in CA1 pyramidal neurons by activation of single CA3 pyramidal 

neurons were recorded. The peak amplitudes of these EPSPs ranged from 0.03 

to 0.665 mV with a mean of 0.131 mV. Recently it become clear that the remote 

synapses produce higher EPSPs or in other words they ‘speak louder’ than the 

proximal synapses so there is no sense to average the EPSPs (Spruston, 2000). 

In the calculations done further in this paper we will consider that the single 

EPSP magnitude is 0.2mV (London & Segev, 2001). 
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In a given point of time the distribution of the voltage along the dendrite is 

obtained by the cable equation with ( )V f t≠  and 0
V
t

∂
=

∂
: 

 

(64)   
2

2
2 0
V
V

x
λ ∂

− + =
∂

 

 

The solution of this differential equation is: 

 

(65)   ( ) 0 1

x x

xV V e V eλ λ
− +

= +  

 

The second part of the equation 1

x
V e λ

+
 could be missed (Stoilov, 1985) because 

it leads to unphysical results when → ∞x . Thus we could just write: 

 

(66)   ( ) 0

x

xV V e λ
−

=  

 

where for 0V  we will substitute the value of a single evoked EPSP. Here we won’t 

take into account the contribution of another EPSPs that could summate with the 

EPSP of interest. 

 

If we investigate the change of V in a single point from the dendrite (x=0) we will 

see that the impulse decrements with time and the cable equation is reduced to: 

 

(67)   0
V
V

t
τ ∂

+ =
∂

. 
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The solution of this differential equation is: 

 

(68)   0( ) e
t

V t V τ
−

=  

 

or the voltage V drops e~2,72 times for time τ from the end of applied rectangular 

impulse V0. 

 

In space and time the dynamics of a single EPSP could be described by the 

following generalized equation: 

 

(69)   ( , ) 0 .
tx

x tV V e eλ τ
−−

=  

 

Here should be mentioned that the space constant λ depends on the diameter of 

the dendrite, so we must decompose the dendritic tree into smaller segments 

with approximately the same λ in order to be more precise in our calculations. 

But if we need rough approximation we could consider that the dendrite has 

constant diameter of 1µm and we can use the calculated value for the space 

constant λ~353µm. 

 

 

 

Fig. 9 Cable net approximation of the dendritic tree. Modified from Sajda (2002). 
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Fig. 10 Spatio-temporal decrement of a single EPSP with magnitude of 0.2mV in 
time interval of 40ms in dendrite with diameter d~1µm, length l~1mm, space 
constant λ=353µm and time constant τ=30ms. 
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Knowing the distribution of the voltage V(x,t) spread along the dendritic axis we 

could find the distribution of the electric intensity along the dendrite in space and 

time after differentiation: 

 

(70)  ( , )
0

1
.
txx tdV

E V V e e
dx

λ τ
λ

−−
= −∇ = − =  

 

The maximal electric field intensity for a single excitatory postsynaptic potential 

with magnitude of 0.2mV is ~0.57 V/m. 

 

0
0.2

0.4
0.6

0.8
1 0

10

20

30

40

0
0.2
0.4

0
0.2

0.4
0.6

0.8
1  

 

Fig. 11 Distribution of the electric intensity along the axis of the dendrite after 
application of single EPSP (0.2mV) at the top of dendrite with diameter d~1µm, 
length l~1mm in time interval of 40ms (λ=353µm and τ=30ms). 
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Considering that the excitatory postsynaptic potentials (EPSPs) and the inhibitory 
postsynaptic potentials (IPSPs) could summate over space and time it is not 

surprise that axial dendritic voltage of tens of millivolts could be measured if there 

are multiple dendritic inputs. Thus the electric intensity along the dendritic axis in 

different regions of the dendritic tree could be as high as 10 V/m (if 300-400 

EPSPs are temporally and spatially summated). This result is supported by the in 

vivo estimate of the electric fields (E ~ 1-10 V/m) by Jaffe & Nuccitelli (1977) and 

the reported data by Tuszynski et al. (1997) that quote intracellular electric 

intensity values from 0.01 V/m to 10 V/m. 

 

Electric field structure under dendritic spines 

 

The EPSPs and IPSPs carry information from the presynaptic axonal boutons to 

the dendritic spines and this information has to be decoded by the underlying 

microtubules if these subneuronal structures host consciousness. 

 

The dendritic spine consists of spine head (where the synapse is formed) and 

spine stalk (a narrowing of the spine diameter raising the stalk resistance up to 

800 MΩ (Miller et al., 1985). Based upon the assumption that spine head 

membrane is passive, previous studies concluded that the efficacy of a synapse 

onto a spine head would be less than or equal to the efficacy of an identical 

synapse directly onto the 'parent' dendrite (Chang, 1952; Diamond et al., 1970; 

Coss & Globus, 1978). However, for an active spine head membrane, early 

steady state considerations suggested that spines might act as synaptic 

amplifiers (Miller et al., 1985). This means that the ion channels located in the 

spine stalk are voltage-gated and the EPSP propagation will exhibit non-linear 

properties. When the voltage in the spine stalk reaches definite voltage 

magnitude the channels open and amplify the synaptic input. 
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If we consider that microtubules have acquired mechanisms for translating the 

information from the electric impulses into specific quantum states then it is 

demanded to find out a possibility for a microtubule to recognize from which 

synapse (dendritic spine) the impulse is generated i.e. the geometric structure of 

the dendritic tree must have specific meaning for microtubules. The vector of 

electric intensity under the firing dendritic spines is not collinear with the axis of 

the parent dendrite, therefore E  is not collinear with the microtubular z-axis in 

the parent dendrite and angle ξ  will be formed. Thus the electric field will be 

carrier of information about specific firing points in the dendritic tree geometry. 

 

 

Fig. 12 Distortion of the electric field under the dendritic spines. The E  vector is 
not collinear with the z-axis of the underlying microtubules under the firing spine 
stalks. It gets collinear with the z-axis in the areas between two firing stalks 
including the space under silent dendritic spines. Note: if there is IPSP the E  
vector will point from the parent dendrite towards the spine head. 
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Electric currents in dendrites 

 

From the Ohm’s law we could calculate the axial current ai  if we know the 

applied voltage V0 upon the dendritic projection: 

 

(71)   1 1
. .a
i i

V
i E

l r r
∂

= =
∂

 

 

where l is the direction along the axis of the dendrite. The same equation is valid 

for the axial current outside the dendrite; the only difference is that we should use 

the er  value. The currents flowing along the dendrite under applied depolarizing 

or hyperpolarizing impulses are known as local currents. If we have depolarizing 

impulse there is positive current i+  flowing from the excited area towards the 

non-excited regions inside the cytoplasm, while outside of the dendrite the 

positive currents flow towards the place of excitation. 

 

Taking into account that 
2

4 A
i

R
r

dπ
=  we obtain: 

 

(72)   
2 2

. .
4 4a
A A

V d d
i E

l R R
π π∂

= =
∂

 

 

Calculation of the current through the dendrite after applied EPSP with 

magnitude of 0.2mV gives us: 

 

(73)   
1 12 20.57 . 3.14 10

0.45
4 1a

V m m
i pA

m

− −× ×
= ≈

× Ω
 

 

This result is less than the registered evoked inhibitory postsynaptic currents 

(eIPSCs) which amplitude varies from 20pA to 100pA (Kirischuk et al., 1999; 

Akaike et al., 2002; Akaike & Moorhouse, 2003). 
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The current density J through the cross section of the neuronal projection could 

be calculated from: 

 

(74)  
1

21 1 0.57 .
. . 0.57 /

1
a

A A

i V V m
J E A m
s l R R m

−∂
= = = = ≈

∂ Ω
 

 

Magnetic field in dendrites 

 

The currents inside dendrites are experimentally measured to be from 20pA to 

100pA for GABAergic synapses (Akaike & Moorhouse, 2003). Using the formula 

 

(75)  H dl i
Γ

⋅ =∫  

 

we can find the magnetic intensity for a contour Γ with length l dπ=  that 

interweaves the whole current Ai . For dendrite with d~1µm we obtain: 

 

(76)  
12

6 1
6

100 10
31.8 10 .

3.14 10
A

H Am
m

−
− −

−
×

= = ×
×

 

 

If we consider that the water and the microtubules form a system augmenting the 

magnetic strength known as ferrofluid (Frick et al., 2003) then in the best-case 

with effective magnetic permeability effµ ≈ 10, where 
0

eff
µµ
µ

= , we will obtain 

the maximal magnitude of the magnetic induction B  inside the neuronal 

projection: 

 

(77)  0effB Hµ µ=  

(78)  7 1 6 1 1010 4 10 . 31.8 10 . 4 10B Hm Am Tπ − − − − −= × × × × ≈ ×  
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The Earth's magnetic field is on the order of half a Gauss (5x10-5 T). Gauss is 

unit used for small fields like the Earth's magnetic field and is 10-4 T. It is obvious 

that the magnetic field generated by the dendritic currents cannot be used as 

informational signal because the noise resulting from the Earth's magnetic field 

will suffocate it. 

 

Electromagnetic field in soma 

 

From computational point of view the neuronal soma integrates the inputs from 

the dendrites. The passive properties of dendrites lead to decrement of the 

EPSPs and IPSPs that reach the soma. This however allows for the EPSPs and 

IPSPs to summate over space and time and when a critical threshold in the soma 

is reached a non-decrementing axonal spike to occur. 

 

 

Fig. 13 Standard model of informational processing. Inputs from other neurons 
are multiplied by the corresponding passive dendritic weights ω1-ω4, summed (Σ) 
and then passed through nonlinearity. 



 46

The nonlinear properties of the neuronal output are due to located at the axonal 
hillock voltage-gated Na+ channels that exhibit positive feedback. When a critical 

threshold of -55mV of the transmembrane voltage is reached in the axonal hillock 

more and more sodium ion channels do open. Considering the decrement along 

the dendrites a rough estimate of 300-400 spatially and temporally summated 

EPSPs are needed in order to elevate the voltage with 15-20mV in the soma and 

to evoke axonal spike. The magnetic and the electric field strength are expected 

to be the same as in the dendrites with maximal magnetic strength of 10-10 T and 

maximal electric strength of 10 V/m. 

 

Axonal morphophysiology 

 

Neurons output information via long projections called axons. The diameter of 

axons varies from 1µm to 25 µm in humans. Axons with small diameter could be 

non-myelinated. However the larger axons in CNS are ensheathed by multiple 

membrane layers known as myelin. Myelin is produced by supportive glial cells 

called oligodendrocytes. Oligodendrocytic membrane rotates around the axon 

and forms multiple-layered phospholipid structure that insulates the axon from 

the surrounding environment. One axon is insulated by numerous 

oligodendrocytes however there are tiny places where the axonal membrane is 

non-myelinated. They are located between two oligodendrocytic membranes and 

are called nodes of Ranvier. In the peripheral nervous system the myelin is 

produced not by oligodendrocytes but by Schwann cells. 

 

When voltage change in the axonal hillock reaches threshold potential of - 55mV, 

action potential begins. Membrane becomes depolarized due to Na+ gates 

opening, allowing Na+ to rush into cell through voltage-gated Na+ channels. This 

is an all-or-none event, in that once threshold is reached, it will happen. When 

inside of membrane is depolarized to +40mV, Na+ gates shut and K+ gates open. 

K+ rushes out trough open K+ gates (Na+ gates are closed and inactive). 
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Membrane becomes re-polarized and may be hyperpolarized (overshoot). 

Refractory period occurs while Na+ gates of the Na+ channels remain closed.  

Membrane will not respond again until Na+ gates are active. 

 

The ion currents in axons are greater than the currents in dendrites and the 

neural impulse known as spike propagates without decrement. This is because 

the ion channels in the axonal membrane are voltage gated and the current 

propagation is non-linear. In the myelinated axons the spike jumps from node to 

node of Ranvier (so called saltatory conduction). The myelin sheath is not 

permeable for ions (the ion leakage across the membrane is thus prevented) and 

indeed the sodium and potassium channels are clustered at the Ranvier nodes – 

phenomenon that leads to increase of the conducting velocity! 

 

 

Fig. 14 Axonal spike in myelinated neuron resulting from sodium and potassium 
ion currents across the membrane in the nodes of Ranvier. 

 

Higher stimulus intensity upon the nerve cell is reflected in increased frequency 

of impulses, not in higher voltages: all action potentials look essentially the same. 

The speed of propagation of the action potential for mammalian motor neurons is 

10-120 m/s; while for nonmyelinated sensory neurons it's about 5-25 m/s 
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(nonmyelinated neurons fire in a continuous fashion, without the jumps; ion 

leakage allows effectively complete circuits, but slows the rate of propagation). 

 

The Hodgkin-Huxley model 

 

The current flow across the cell membrane depends on the capacitance of the 

membrane and the resistance of the ion channels. The total ionic current is 

represented by the sum of the sodium current, potassium current and a small 

leakage current. The leakage current represents the collective contribution of 

ions such as chloride and bicarbonate. 

 

The Hodgkin-Huxley (HH) model is of an isopotential membrane patch or a single 

electrical compartment i.e. there are no spatial effects on the potential (Hodgkin 

& Huxley, 1952a; 1952b; 1952c). The units of the model are per membrane unit 

area, and it is then straightforward to scale the model to a single compartment of 

any desired membrane area. 

 

The total membrane current is the sum of the ionic currents and the capacitive 

current, 

 

(79)   ( )
( ) ( ) m

m ionic M
dV t

I t I t C
dt

= +  

(80)   ( ) ( ) ( ) ( )ionic Na K LI t I t I t I t= + +  

 

where mI  is the membrane current density, ionicI  are the ionic currents 

densities, CM is the membrane capacity per unit area and Vm is the membrane 

voltage. The two main ionic conductances, sodium and potassium are 

independent of each other, and a third, leak conductance does not depend on 

any of the other conductances or the membranal voltage. Thus, the total ionic 

current is the sum of the separate ionic currents. 
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Fig. 15 An electrical circuit diagram describing the current flows across the cell 
membrane that are captured in the Hodgkin-Huxley model (Schneidman, 2001). 

 

The individual ionic currents are linearly related to the potential according to 

Ohm's law, 

 

(81)   ( ) ( , )[ ( ) ]K K KI t G V t V t E= −  

(82)   ( ) ( , )[ ( ) ]Na Na NaI t G V t V t E= −  

(83)   ( ) ( , )[ ( ) ]L L LI t G V t V t E= −  

 

where GK, GNa and GL are the potassium, sodium and leak conductances per unit 

area of the membrane and EK, ENa and VL are the corresponding reversal or 

equilibrium potentials of each of the ionic species (the potential at which the ionic 

concentration gradient is balanced by the electrical potential gradient, and there 

is no net flux of the ions of this type).  
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The equilibrium potential for given ion could be calculated by the Nernst 
equation: 

 

(84)   [ ]
ln
[ ]

e
ion

i

IonRT
E

FZ Ion
=  

 

where R is the gas constant, T is the temperature, F is the Faraday’s constant, Z 

is the valence of the ion, [Ion]e and [Ion]i are the ion concentrations in the 

extracellular and in the intracellular space. 

 

The voltage-dependent conductances GNa(t) and GK(t) are given by 

 

(85)   max( ) ( )Na Na NaG t G f t=  

(86)   max( ) ( )K K KG t G f t=  

 

where max
NaG  and max

KG  are the peak or maximal sodium and potassium 
conductances per unit membrane area and fNa(t) and fK(t) are each the 

corresponding (instantaneous) fraction of the maximal conductance which is 

actually open (or active). 

 

Thus the equation, which describes the membrane potential as a function of all 

the currents that flow across it, is 

 

(87)  
max max

max

( )[ ( )] ( )[ ( )]

( )[ ( )] ( )

M Na Na Na K K K

L L L injected

dV
C G f t E V t G f t E V t
dt

G f t E V t I t

= − + −

+ − +
 

  

The values for some of the parameters are: NaE = +60 mV, max
NaG = 120 mS/cm2, 

KE = -93 mV, max
KG = 36 mS/cm2, LE = -60 mV and max

LG = 0.3 mS/cm2. 
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The HH model replicates many of the features of spiking of the squid giant axon: 

the form, duration and amplitude of a single spike (both for the membrane and 

the propagating spike), its sharp threshold, the conduction velocity of the spike 

along the axon, the refractory period of the neuron, the impedance changes 

during the spike, anode-break excitation, accommodation, subthreshold 

response and oscillations. When simulating the response to sustained stimulus 

currents, it demonstrates a discontinuous onset of repetitive firing with a high 

spiking frequency and a limited bandwidth of the firing frequency. 

 

However, careful studies of the model reveal that it does not provide a good 

description of quite a few electrophysiological properties of the axon (Clay, 

1998), in particular the refractory behavior of the preparation in response either 

to sustained or periodic current pulse stimulation. Also, the model does not 

account for after potentials and slow changes in the squid giant axon. 

 

Still, the HH model serves as the 'golden standard' of neuronal excitability, and 

with minor changes - as the backbone of most neuronal spiking models. The 

main reason is that the HH model does capture the essence of spiking through 

ionic currents (Na+ and K+), which enter and leave the cell through voltage 

dependent channels. Moreover, the model is compact, and approximates well 

many of the features shared by different types of neurons (shape and duration of 

spiking, repetitive spiking in response to sustained inputs, refractoriness etc.) 

while incorporating biophysical aspects of the neuron. Adding the appropriate 

currents for other channel types (usually using similar kinetic schemes) is easily 

done. Accordingly, and since the model has been studied mathematically in great 

detail (Jack et al., 1975), it is the common choice of conductance based 

modeling for computational studies and theoretical ones. 
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Magnetic field in axons 

 

The vector of the magnetic induction B  will form closed loops around the axis of 

the neuronal projection and the direction will be defined by the right-handed 

screw rule (i.e. counterclockwise if the axial current flows toward your face). In 

axons the magnetic field is stronger than the magnetic field in dendrites because 

of the greater ion currents flowing inside the axoplasm. The nerve action 

potential has the form of a moving solitary wave, which can be modeled as two 

opposing current dipoles driven by a potential change of the order of 70 mV. The 

peak currents range from 5 to 10 µA (Katz, 1966). Axons range in diameter from 

less than 1 µm to 25 µm in humans, but reach gigantic size in squid ~1mm. 

Calculations of the magnetic flux density in the largest human axons that have 

the greatest electric currents give us: 
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µ µ
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=  

(89)   
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Although this result is 3 orders of magnitude greater than the experimentally 

measured magnetic field in frog sciatic nerve using SQUID magnetometer 

(Wikswo et al., 1980) it remains too weak - only 1/300 of the Earth’s magnetic field. 

The experimentally measured value for the magnetic field using SQUID 

magnetometer 1.3mm aside of the frog sciatic nerve was 1.2x10 –10 T with a 

signal-to-noise ratio 40 to 1 (Wikswo et al., 1980). The assessed value for the 

magnetic field strength at the nerve surface (where it has peak magnitude) using 

the Ampere’s law  

 

(90)   0B dl iµ
Γ

⋅ =∫   

 

was 1.2x10 –10 tesla because of large frog sciatic the nerve diameter (d~0.6mm). 
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Electric field in axons 

 

It would be naïve to expect extreme electric field intensities in the axon compared 

to the field intensity in dendrites. This is because the space constant λ in axons 

is 1-2 orders of magnitude larger than the dendritic space constant and it is 

inversely linked to the electric field strength E V= −∇ . The electric field intensity 

could be approximated using the cable equation after assessing the space 

constant λ for the axonal projection that increases with the diameter of the 

neuronal projection: 

 

(91)  
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The applied voltage could vary from 70mV to 100mV (taking into account the 

overshoot of the action potential) so the electric intensity E  could reach 10V/m. 

 

 Neuhaus et al. (2003) note that axonal damage in multiple sclerosis appears to 

be initiated by increased membrane permeability followed by enhanced 

Ca2+-influx. Disruption of axonal transport alters the cytoskeleton and leads to 

axonal swelling, lobulation and, finally, disconnection. The drastic change of the 

electric microenvironment however could also directly lead to microtubule 

dysfunction. 
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Implications for microtubule function 
 

No Hall effect in microtubules 

 

The Hall effect is phenomenon leading to anisotropy of the electroconductivity in 

a conductor or semi-conductor and is caused by magnetic field whose induction 

B  is perpendicular to the vector describing the current density J . In this 

anisotropy the vector J  and the electric intensity vector E  are not collinear, but 

form angle Hθ  between them, called Hall angle. Hall effect, discovered in 1879, 

is almost invisible in metals but is much more pronounced in semi-conductors! 

 

 
 

Fig. 16 The Hall effect in metal lamina with monotype carriers of negative 
charges (electrons). Modified from Zlatev (1972). 
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We examine metal lamina in which under the action of electric field iE  there is 

current i−  from electrons with mean velocity v−  = const. We have constant 

magnetic field with induction B  = const, whose lines are perpendicular to the 

metal lamina. The vector of velocity v−  is collinear with the vector of the electron 

current i− . The vectors i−  and B  define electrodynamic field mdE  by: 

 

(92)   mdE v B−= ×  

 

The electromagnetic force MF , which acts upon N moving electrons, is: 

 

(93)   MF eNv B−= ×  

 

The electromagnetic force MF  has the opposite direction of mdE , thus the side M 

is polarized negatively, while M’ is polarized positively. Between M’ and M there 

is excited potential electric field with intensity HE . The vector HE  has the 

opposite direction of mdE . The respective force HF  is defined as: 

 

(94)   H HF eNE=  

 

is the opposite of MF . The polarization between M’ and M is over when the two 

forces MF  and HF  get equal. The current is still flowing but the vector J−  and the 

resultant field E  are no more collinear, instead they form the Hall angle Hθ . Then 

the Ohm’s law J Eγ− =  is not valid (γ is the specific conductivity of the metal). 
 

The calculation of Hθ  is simpler when we have monotype current carriers (in our 

case electrons). If we have equilibrium 

 

(95)   0M HF F+ = . 
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Taking into account the geometry of the Hall effect in the metal lamina we can 

write: 

 

(96)   HE v B B v− −= − × = ×  

(97)   H
H

i i

E v
tg B

E E
θ −= = −  

(98)   H narctgk Bθ =  

 

where 

 

(99)   n
i

v
k

E
−= −  

 

nk  is called electron mobility in the metal lamina. If we suppose that the electric 

polarizing field HE  is constant the electric voltage HV  between M’ and M is: 

 

(100)   sinH HV E h v B hα−= = × ⋅ ⋅  

 

where α is the angle between the vectors B  and v−  (if α=90o then sinα=1). The 

condition HE  = const is fulfilled if v−  = const and B  = const. The current density 

J−  through the surface S of the lamina is: 

 

(101)   i
J v en

S
−

− −= =  

(102)   Hv R J− −=  

(103)   1
HR en

=  

 

where n denotes the number of the elementary charges e in unity volume, and 

HR  is called Hall resistance. RH can thus be measured to find the density of 

carriers in the material. 

 



 57

After substitution we find the voltage between the two sides M’ and M to be: 

 

(104)    H HV R J Bh−=  

 

Often this transverse voltage is measured at fixed current and the Hall resistance 

recorded. It can easily be seen that this Hall resistance increases linearly with 

magnetic field. 

 

The Quantum Hall effect (QHE) is phenomenon occurring at low temperatures 

(millikelvin range) and when strong magnetic fields (1-15 tesla) are applied upon 

semiconductors. In the absence of magnetic field the density of states in 2D is 

constant as a function of energy, but in field the available states clump into 

Landau levels separated by the cyclotron energy, with regions of energy between 

the Landau levels where there are no allowed states. As the magnetic field is 

swept the Landau levels move relative to the Fermi energy. When the Fermi 

energy lies in a gap between Landau levels electrons cannot move to new states 

and so there is no scattering. Thus the transport is dissipationless and the 

resistance falls to zero (Leadley, 1997). 

 

It was supposed (Porter, 2003) that in neurons there is analogous situation 

where the local magnetic field produced by the neuronal currents acts upon the 

microtubules and that anyons could be formed via QHE. However the idea that 

the local magnetic field generated by the neuronal cytoplasmatic currents inputs 

information to the brain microtubules via classical Hall effect or QHE and that this 

process is linked to our conscious experience is disproved by the calculations. It 

is clear that local magnetic flux density varying from zero to 10-7 T makes the 

idea untenable, because the brain is exposed to stronger magnetic fields and no 

direct effects on consciousness are registered. It is interesting that strong 
magnetic fields reaching flux density of 1T are used in the fMRI imaging. The 

visualization of the brain with fMRI however has no impact on consciousness. 
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Microtubule lattice structure 

 

Hameroff (1998a, 1998b, 2003a, 2003b) claims in the “Orch OR list of testable 

predictions” that the cortical dendrites should contain largely 13A lattice 

microtubules compared to 13B lattice microtubules, because 13A lattice 

microtubules are preferable for information processing (Tuszynski et al., 1995).  

 

There were experimental data that in vivo assembled microtubules have B lattice 

obtained via x-ray scattering by Mandelkow, E. et al. (1977) and electron 

microscopy and image reconstruction of microtubules by Mandelkow, E.M., et al. 

(1977); Crepeau et al. (1978); McEwen & Edelstein (1980). However with the use 

of recombinant motor proteins (kinesin heads) Song & Mandelkow (1993) 

decorated microtubules and doublets showing that all brain microtubules have a 

B lattice. They questioned the possibility A lattice to exist at all in vivo and 

presented data favoring the thesis that all in vivo assembled microtubules have 

predominantly B lattice. This meant that microtubules with 13 protofilaments, the 

most abundant in vivo, must have a seam where lateral contacts involve 

heterologous subunits. Such seam has been directly visualized, both in vivo and 

in vitro, using freeze-fracture replicas (Kikkawa et al., 1994). It is strange that 

Hameroff (2003b) still insists on 13A lattice importance and defends 

experimentally disproved position. Maybe in the near future explanation of what 

makes the seam in the 13B microtubules biologically important will be found. 

 

Some of the interesting properties of the 13B lattice is that the transition from 

ordered to paraelectric phase happens at higher temperatures than the 13A 

lattice because of the existing seam. Another crucial difference is when MAP 

attachment to microtubules is considered. MAPs attach themselves to 

microtubules in periodic patterns and their function is to stabilize the assembly 

properties of the microtubule by preventing the conformational change of the 

tubulin dimer to which it is attached. This may be understood by viewing the fixed 
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conformation dipoles as seeds of order. Also unlike the lattices that consist of 

even number of protofilaments (12 or 14) in the 13B lattice to the antiferroelectric 

ground state can correspond two different values of polarization: - 1/13 when all 

dipoles in 6 rows point up and all dipoles in 7 rows point down and + 1/13 when all 

dipoles in 7 rows point up and all dipoles in 6 rows point down. The 

computational simulations (Trpisova & Brown, 1998) reveal that the + 1/13 or - 1/13 

polarization depends on the MAP/microtubule ratio. 

 

 
 

Fig. 17 Unfolded and wrapped 13A and 13B microtubule lattices. Modified from 
Tuszynski et al. (1998). Brain microtubules in vivo possess 13B lattice (Song & 
Mandelkow, 1993; Kikkawa et al., 1994). 
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Problems in the ferroelectric model of microtubules 

 

The biophysical aspects of microtubules are the most important issue in direct 

relationship with microtubular sensitivity to the external electric field (Trpisova & 

Brown, 1998; Faber, 2003; Brown & Tuszynski, 2003). Brown & Tuszynski (1999) 

model the microtubules as ferroelectric cylinders and consider that the tubulin 

dimer has dipole moment that could be in up and down position. In the up 
position is supposed that the dipole is collinear with the z-axis however when it is 

in down position the dipole forms angle φ∼29o with the z-axis. The ferroelectric 

model is considered to be improved version of the cellular automaton model 

developed by Hameroff et al. (1988) where a discrete charge is associated with 

each tubulin dimer and can either be localized in the top monomer (α state) or 

bottom monomer (β state) (Tuszynski et al., 1998). 

 

 

Fig. 18 Dipole moment of the tubulin dimer as considered in the original paper of 
Brown & Tuszynski (1999): (a) tubulin dimer dipole; (b) microtubule cross-section 
with attached coordinate system. 
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The developed ferroelectric model however is based upon biologically flawed 

assumptions and leads to problematic results. The conformational states that are 

considered to represent single bits (qubits) designated with α and β, or up and 

down, are indeed boundary conformations that trigger assembly <-> disassembly 

of the microtubules, therefore cannot be used for computation by stable 

microtubule. That’s why the calculations show effectiveness of the electric field 

only when it exceeds 105 V/m in the cytoplasm (biological absurd, the 

microtubules decompose at 2x103 V/m as shown by Stracke et al. (2001). 

 

The change in the dipole moment of the tubulin dimer is supposed to be result 

from electron hopping between the α- and β-tubulin and is not associated with 

mechanical rotation of the dimer. Brown & Tuszynski (2003) investigate the 

biological electron conductance of microtubules and the associated electron 

hopping when electric field is applied. The energy value for intra-dimer hopping is 

estimated to be ~ 0.4eV and for the inter-dimer hopping ~ 1.0eV. The 

microtubule is not insulator but its conductivity depends on the lattice geometry 

(13B lattice has lower resistance) and the boundary conditions (whether the 

microtubule is wrapped up or not). The situation is compared to carbon 

nanotubes, where particular sets of boundary conditions produce a 

semi-conducting nanotube while the appropriate choice of wrapping the 

nanotube gives rise to metallic conduction (Dresselhaus et al., 1996). 

 

The intraneuronal electric field however could not supply the needed energy for 

the electron hopping. The work W (respectively the energy needed) for 

intra-dimer hopping could be assessed from the formula: 

 

(105)   W F l E q l= ⋅ = ⋅ ⋅  
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In the model of Brown & Tuszynski (2003) the assessed value is W = 0.4 eV 

(6.4×10 − 20 J), the electron charge is e = 1.6 ×10 − 19 C and the hopping distance is 

approximately 4nm. Thus we find that the needed electric intensity of the field is: 
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In the framework of the same ferroelectric model Trpisova & Brown (1998) 

predict that the electric fields inside cell wouldn’t have an effect on the dipolar 

ordering in microtubules. The electric fields start to be effective when they 

exceed intensity 104-105 V/m. The same result implying low effectiveness of the 

existing electric field is presented also in another papers (Tuszynski et al., 1997b; 

1998; Brown & Tuszynski, 1999). Indeed the intracellular electric field is 1-10 V/m 

(Jaffe & Nuccitelli, 1977) and in vitro studies showed that if the electric field 

exceeds 2x103 V/m the microtubules are destructed Stracke et al. (2001; 2002).  

 

The energy for the electron hopping between the α- and β-tubulin could be 

derived from GDP molecule hydrolysis attached to β-tubulin. GDP hydrolysis 

releases approximately 0.4eV per molecule and is accompanied by a 

conformational change (Audenaert et al., 1989). This change has been modeled 

as resulting in a 27o angle (Melki et al., 1989) between the original line 

connecting the centers of the α- and β-monomers and the new centre-to-centre 

line. These two conformational states and their associated dipole moments have 

been proposed as the basis for a binary system for information storage and 

manipulation (Hameroff & Watt 1982; Hameroff, 1987; 1998a, 1998b; Hameroff 

et al., 1988; 1992; Smith et al., 1984; Rasmussen et al., 1990; Mavromatos et al., 

2002; Mershin et al., 1999; Mershin, 2003; Schuessler et al., 2003). However this 

model is flawed because the associated conformational change α <−> β is not 

biologically useful for computation – leads to microtubular destabilization (Tran et 

al., 1997) and indeed is linked to assembly <-> disassembly i.e. with microtubule 

construction <-> destruction. 
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GTP hydrolysis and dynamic instability 

 

The main difference between α- and β-tubulins is in binding GTP. α−bound GTP 

is effectively sequestered - not exchanged and not hydrolyzed – but β-bound 

GTP is labile - exchangeable in the free dimer and hydrolyzed to 

(non-exchangeable) guanosine diphosphate (GDP) in the protofilament 

(Weisenberg et al., 1976). A significant amount of the free energy of this 

hydrolysis goes into the microtubule via a conformational change of the tubulin 

dimer (Caplow et al., 1994). Although the hydrolysis reaction is closely coupled to 

microtubule assembly (Carlier & Pantaloni, 1981; Stewart et al., 1990), its 

consequence is to destabilize the structure. Experiments indicate that 

unhydrolyzed GTP-tubulin is limited to the last layer of subunits at the end of a 

microtubule (Voter et al., 1991; Walker et al., 1991; Drechsel & Kirschner, 1994). 

The usual interpretation is that this layer acts as a “GTP-cap”, keeping an 

otherwise unstable microtubule intact (Mitchison & Kirschner, 1984). 

 

Microtubule dynamic instability arises from the hydrolysis of GTP bound to the 

β-monomer of the tubulin dimer. The released energy of 0.4 eV from 

GTP-hydrolysis triggers a conformational change in the tubulin molecule (Hyman 

et al., 1992) that eventually destabilizes the aggregate (Tran et al., 1997) and 

causes microtubule disassemble into protofilaments of GDP-bound tubulin that 

curve away from the microtubule axis. Fygenson (2001) suggests that the 

unfolding of N-terminal domain called entropic bristle domain (EBD) of the tubulin 

molecule localized in the microtubule interior leads to disassembly of the 

microtubule into protofilaments. It is shown that such a change can destabilize 

the aggregate in a manner consistent with structural data (Mandelkow et al., 

1991). The hypothesis not only explains the hydrolysis-associated change in 

microtubule supertwist (Hyman et al., 1995) but also provides a unifying 

explanation for the effects of temperature (Fygenson et al., 1994) and glycerol 

(Fygenson, 1995) on microtubule disassembly rates. 
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Fig. 19 Β-tubulin entropic bristle domain  (EBD) regulated microtubule 
disassembly. A) Side view of a single β–tubulin monomer (purple) of radius b, 
with an EBD (red) of characteristic size ρ. B) Cross-section of a microtubule cut 
along a row of β-tubulins. Shading (red) indicates regions of overlap where EBDs 
sterically hinder one another. Radial expansion of the aggregate releases EBDs 
from confinement at the expense of lateral bonds. C) Side view of a pair of 
protofilaments oriented as in a microtubule. For simplicity, the α-tubulin 
monomers (white) are drawn contacting the β-tubulin monomers (purple) 
equidistant on either side of the EBD (red). Note the slight overlap of the EBDs 

with the α-tubulin spheres. A radius of curvature Rpf eliminates the overlap. 

Modified from Deborah Fygenson (2001). 
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At the ends of growing microtubules, protofilaments of different lengths are 

straight and closely associated. In shortening microtubules, protofilaments 

separate from one another and curl back, away from the microtubule axis, 

forming characteristic blunt “blossoms” at the microtubule ends (Tran et al., 1997; 

Muller-Reichert et al., 1998). This observation is the basis for comments about 

the tubulin dimer adopting a "curved" or "kidney-bean shaped" conformation, held 

under tension in the microtubule lattice (Tran et al., 1997; Downing & Nogales, 

1998). Localization of the hydrolyzed nucleotide at the inter-dimer interface is 

highly suggestive, but which and how residues shift to generate tension and 

weaken lateral bonds is an important subject of active research (Davis et al., 

1994; Sage et al., 1995). 

 

The tubulin conformational states are multiple, with different energy barrier height 

between them. Therefore we could conclude from the presented mechanism of 

microtubule assembly <-> disassembly that the computational states 

(representing bits or qubits) which a stable non-centrosomal neuronal 

microtubule could adopt must be well chosen, so that to have both stable 

microtubule structure and biological importance of the output tubulin states. Thus 

it is obvious that the suggested electron hopping and the considered 

GTP-hydrolysis linked tubulin dimer transitions (Hameroff, 2003a; 2003b; 

Tuszynski, 2003; Mershin, 2003) having energy barrier of 0.4 eV are used in 

biologically improper way in the constructed models to represent bits (or qubits). 

 

The importance of the water microenvironment 

 

NMR evidence (Cope, 1975; Hazelwood et al., 1969; 1974) strongly indicates 

that cell water possesses more structure than liquid water, and that much of the 

Na+ and K+ in the cell is not free in aqueous solution, but is associated with 

charged sites on macromolecules (Cope, 1975). Therefore, complexed Na+ and 

K+ cations have been compared to valence electrons in solid conductors and free 
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cations to conduction band electrons. With activation energy barriers and 

solid-liquid interfaces present in the cell, the liquid state free-cation model of the 

cell is clearly not applicable. A model based on structured water and associated 

cations is compatible with thermodynamic evidence. 

 

A substantial part of water molecules in the cell is in the form of hydration water 

bound to various macromolecules. Yet another large portion exists in the 

so-called vicinal water form with several exotic properties. It does not have a 

unique freezing temperature but freezes over the interval of ­70 to ­50 C 

(Tuszynski, 2003). It is a poor solvent for electrolytes but a good one for 

non­electrolytes, i.e. it behaves as a non­polar solvent. It has a higher viscosity 

than normal water and exhibits dynamic correlations between individual 

molecules (Cooke & Kuntz, 1974; Franks, 1975; Clegg, 1981). Of great interest is 

the fact that most of the vicinal water surrounds the cytoskeleton (Clegg, 1981). 

Mascarenhas (1974) demonstrated electret properties of bound water with 

attendant non­linearity, hysteresis effects and long relaxation times on the order 

of 1s and activation energies of about 7.0­9.0 kcal/mol have been measured, all 

of which would tend to indicate the presence of long-range dipolar order leading 

to the formation of internal electric fields or perhaps collective oscillations of 

electric fields (Del Giudice et al., 1986). 

 

The microtubule cavities and the vicinal water have been modeled in the 

framework of the quantum field theory revealing two important phenomena that 

could take place in the cell: (1) collective infrared photon emission by water 

molecules known as superradiance (Jibu et al. 1994; 1996; Jibu & Yasue, 1995; 

1997) and (2) Rabi coupling that between the water molecules inside the cavity 

of the microtubule and the tubulins that build up the microtubule walls 

(Mavromatos & Nanopoulos, 1997; 1998; Mavromatos, 2000; Mavromatos et al., 

2000, 2002). 
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Abdalla et al. (2001) suggested that the vicinal water of the brain microtubules 

generates electromagnetic sine-Gordon solitons propagating with velocity 

calculated from the equations: 

 

(107)   0
2p

Vυ
π

= ⋅  

(108)   0
2p

E dzυ
π

= ⋅∫  

 

where z is the length of the microtubule, E is the electric field intensity and p is 

the permanent electric of water (p=6.2 x 10 – 30 Cm). After substitution in the 

equation of the obtained value for E=10 V/m and for microtubule with length 

z=50µm we find soliton velocity: 
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Although the result is an order of magnitude less than the result presented in 

Abdalla et al. (2001) that calculate νo~140m/s, it shows that fast dissipationless 

transport of energy could be achieved by collective water molecule dynamics. 

However the phenomenon per se could not account for explaining the 

cytoskeletal and microtubule function as being not specific. Indeed proper link 

with specific protein conformational states must be found if this transfer of energy 

is supposed to be biologically important. From the presented experimental data 

and the calculations done in the paper we have seen that α <-> β tubulin 

‘switches’ could not account for biologically feasible model of subneuronal 

processing of information. This problem is potentially solvable if we focus our 

attention on the microtubule outer surface and the microtubule <-> MAP and 

microtubule <-> motor protein interaction. Responsible for the MAP and motor 

protein control are tubulin C-terminal projections that are highly acidic 

(hydrophilic) and flexible (allowing multiple conformations with low energy barrier 

heights). 
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Tubulin C-termini biological function 

 

C-termini of α- and β− tubulin known as tubulin "tails" are rich in acidic aminoacid 

residues (Krauhs et al., 1981; Ponstingl et al., 1981) that is why the C-termini are 

highly flexible, mobile, susceptible to proteolysis, and exposed to the solvent 

(Sarkar et al., 2001; Tuszynski, 2003). Because of their intense charge and high 

flexibility the tubulin C-termini could be sensitive to the local electric field and 

input the carried by the membrane potentials information. This hypothesis is 

further supported by the experimental data showing that the highly acidic tubulin 

C-termini interact with motor proteins and microtubule associated proteins 

(MAPs). Fujii & Kozumi (1999) studied the associations of MAPs with tubulin.  

They found tubulin to undergo many posttranslational modifications at or near the 

carboxyl termini of the subunits.  These carboxyl termini are rich in acidic amino 

acids and have been shown to be involved in tubulin binding to MAPs.  

Specifically, they found the MAPs to bind α-tubulin at amino acid sequences 

Lys430-Glu441   and β-tubulin at amino acid sequences Tyr 422-Gly 434. 

 

Rai & Wolff (1998) report that the β-tubulin C-terminus binds microtubule-

associated protein 2 (MAP-2) or tau, whereas the α-tubulin C terminus binds 

these proteins only weakly. The α-tubulin C-terminus determines colchicine-

binding properties (Mukhopadhyay et al., 1990) despite the fact that the binding 

site is located on β-tubulin (Uppuluri et al., 1993; Bai et al., 1996). When 

colchicine is delivered directly to the brain or cerebrospinal fluid of experimental 

animals it causes significant cognitive impairments of learning and memory 

(Bensimon & Chernat, 1991; Kolasa et al., 1992).  

 

The β-tubulin C-terminus enhances the polymerization response to vinblastine, 

while the removal of the β-tubulin C-terminus abolishes the inhibitory effect of 

oligoanions on vinblastine-induced polymerization (Rai & Wolff, 1998). The 

C-termini of tubulin play a role in the dimer–polymer equilibrium (Sackett et al., 
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1985), as attachment points for microtubule-associated proteins and cytoplasmic 

dynein (Serrano et al, 1984), in the enhancement of the pH sensitivity of the 

vinblastine-induced polymerization process, and as possible binding sites for 

calcium ions (Solomon, 1977). 

 

 

Fig. 20 Tubulin α/β-dimer structure derived from electron diffraction study 
(Nogales et al., 1998). Tubulin α and β C-termini are shown as helices H11 and 
H12, respectively. 1TUB.pdb file from The Protein Data Bank is used. 

 

The amino acid sequences encoded by β−tubulin genes have revealed a high 

level of overall similarity, but significant divergence between their C-termini (Hall 

et al., 1985). The pattern of expression of the β-tubulin genes has been studied 

in several different human cell lines and has revealed varying levels of and 

differential expression in different cell lines. It appears that distinct human 

β−tubulin isotypes are encoded by genes whose exon size and number has been 

conserved evolutionarily, but whose pattern of expression may be regulated 

either coordinately or uniquely (Hall et al., 1985). 
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In the variety of C-termini functions is observed and chaperon-like activity (Sarkar 

et al., 2001). Within the cell exist proteins called “molecular chaperones” i.e. 

helpers for proper protein folding. They are needed because polypeptides in the 

cell could fold in multiple ways, some of them biologically useless (aggregation), 

thus there is always a kinetic competition between the correct folding and the 

aggregation (Zettlmeissl et al., 1979). The yield of the folded protein will depend 

upon the relative rate of two processes. Therefore, for successful folding of a 

protein, chaperones minimize the rate of aggregation. 

 

 

 

Fig. 21 Tubulin C-termini project from the tubulin subunits and interact with the 
microtubule-associated structural and motor proteins, cytoplasmic ions (Ca ++) 
and other charged regulator molecules (colchicine, vinblastine). Additional role 
for the tubulin tails is chaperon-like activity. 
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Post-translational modification of tubulin tails 

 

The tubulin C-termini are prone to intense modification and regulation by different 

biochemical pathways inside neurons. In mammalian cells, both α- and β-tubulin 

occur as seven to eight different genetic variants, which also undergo numerous 

post-translational modifications (Luduena, 1998; McRae, 1997; Rosenbaum, 

2000). The main control of the microtubule function is achieved via covalent 

modifications (Banerjee, 2002). Indeed in organisms such as the protists that 

express identical α- and β−tubulins (Silflow, 1991), post-translational 

modifications provide the only source of variation. Modifications such as 

acetylation, palmitoylation, phosphorylation and polyglutamylation are post-

translational modifications found on other proteins; others such as detyrosination 

and polyglycylation appear to be tubulin specific (McKean et al., 2001). 

 

I. Tyrosination/detyrosination of α-tubulin 
 

Tyrosination-detyrosination is one of the major posttranslational modifications in 

which the C-terminal tyrosine residue in α-tubulin is added or removed reversibly 

(Banerjee, 2002). The tubulin tyrosination cycle involves the enzymatic removal 

of the C-terminal tyrosine residue present on some α-tubulin isotypes by a 

specific carboxy-peptidase, and its subsequent restoration by a tubulin-tyrosine 

ligase (Idriss, 2000). Although the functional relevance of this modification is not 

always clear, highly stable microtubules such as those of the axoneme are 

detyrosinated, and this appears to reflect the length of time the individual 

α-tubulin substrate molecule has spent in a microtubule. Although tyrosination 

does not alter the assembly activity of tubulin in vitro, these two forms of tubulin 

have been found to be distributed differently in vivo and are also correlated with 

microtubule stability (Gundersen et al., 1984). Recent evidence indicates that 

detyrosination of tubulin can regulate interaction of microtubules with vimentin 

intermediate filaments by a kinesin-dependent mechanism (Kreitzer et al., 1999). 
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Removal of the penultimate glutamate residue from the α-tubulin polypeptide 

produces ∆2-tubulin, a derivative that is unable to act as a substrate for tubulin-

tyrosine ligase, and this truncated protein is therefore removed from the 

tyrosination cycle. ∆2-tubulin is particularly prevalent on microtubular structures 

such as the axonemes of flagella and cilia and also in mammalian brain cell 

microtubules. 

 

II. Polyglutamylation and polyglycylation of both α- and β-tubulin 
 

The tubulin modifications polyglutamylation and polyglycylation involve the 

attachment of oligoglutamyl and oligoglycyl side chains of variable length to 

specific glutamate residues located near the C-terminus of both α- and β-tubulin. 

These side chains can be of considerable length for instance, axonemal tubulin 

of Paramecium is modified by up to 34 glycyl residues (Bre et al., 1998), and the 

microtubules of Trypanosoma brucei contain 15 glutamyl residues per α-tubulin 

subunit (Schneider et al., 1997). Polyglutamylation and polyglycylation are 

particularly associated with stable microtubule structures such as the axonemes 

of cilia and flagella. 

 

Centriolar microtubules appear to be polyglutamylated but not polyglycylated 

(Million et al., 1999). Polyglutamylation appears to be critical for the stability of 

centriole microtubules, since microinjection of monoclonal antibodies specific for 

polyglutamylated tubulin isotypes, results in the transient disappearance of 

centrioles in mammalian cells (Bobbinec et al., 1998). 

 

Polyglutamylation also represents the major post-translational modification of 

axonal tubulin in neuronal cells, where it appears to regulate the differential 

interaction between microtubules and microtubule-associated proteins (MAPs). 

For instance, MAPs such as tau and kinesin exhibit optimal binding to tubulin 
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modified by ~3 glutamyl residues, binding affinity decreasing with increased 

polyglutamyl chain length (Boucher et al., 1994; Larcher et al., 1996). In contrast, 

increasing polyglutamyl chain length does not appear to affect the binding affinity 

of MAP1A significantly. Bonnet et al. (2001) suggest that the differential binding 

of MAPs to polyglutamylated tubulin could facilitate their selective recruitment to 

distinct microtubule populations and thereby modulate the functional properties of 

microtubules. 

 

Tubulin tail defects and cerebral pathology 

 

British type familial amyloidosis is an autosomal dominant disease characterized 

by progressive dementia, spastic paralysis and ataxia. Amyloid deposits from the 

brain tissue of an individual who died with this disease have been characterized. 

Trypsin digestion and subsequent N-terminal sequence analysis yielded a 

number of short sequences, all of which are tryptic fragments of the C-termini of 

human α- and β-tubulin. Consistent with the definition of amyloid, synthetic 

peptides based on the sequences of these fragments formed fibrils in vitro, 

suggesting that the C-termini of both α- and β-tubulin are closely associated with 

the amyloid deposits of this type of amyloidosis (Ghiso et al., 1996). 

 

Processing of information by brain microtubules 

 

Taking into account the experimental data from the molecular studies we can 

construct biologically feasible model of microtubule processing and integration of 

the electrophysiologic information. Microtubule C-termini are both intensely 

charged and flexible, so they could undergo conformational transitions separated 

by relatively low energy barriers when the strength and the direction of the 

electric field vector changes. They are also biochemically regulated via second 

messengers coupled to metabotropic receptors (G-protein coupled receptors 

known also as 7-TM receptors) and have diverse intraneuronal effects. 
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Following the Q-mind hypothesis we further could suggest that positive or 

negative quasiparticles known as solitons could transfer energy between the 

tubulin tails without dissipation. The solitons are nonlinear waves that do not 

disperse as they propagate (Dodd et al., 1982; Fordy, 1994) and include kinks, 

antikinks and different kind of breathers (Dmitriev et al., 1997; 1998a; 1998b; 

2000; Miroshnichenko et al., 2000). 

 

We could adopt subneuronal computation in brain microtubules via solitons that 

are localized excitations propagating in a system with constant velocity and 

colliding with each other without change in their shapes. During the collision of 

solitons the solution cannot be represented as a linear combination of two soliton 

solutions but after the collision solitons recover their shapes and the only result of 

collision is a phase shift. There are several equations whose solutions produce 

solitons (Wadati, 2001). One of the best studied is the sine-Gordon model 

described by Lagrangian: 
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There are known static solutions to the sine-Gordon model: 

 

(111)   x4 arctan eφ =  

(112)   -x4 arctan eφ =  

 

that have winding numbers 1 and –1, respectively. The first solution is known as 

kink and the second as anti-kink. The kink is an exponentially localized lump of 

energy centered around x = 0. Other static solutions can be obtained by 

translating this solution and moving solutions can be obtained by Lorenz 

transform. Two of these kinks at different positions can be superimposed and 

allowed to evolve, they will move away from each other (Houghton, 2000). 
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The kink cannot decay even if it is perturbed, this is guaranteed by the winding 

number. In fact, the sine-Gordon model is peculiar in that a kink-anti-kink 

configuration does not decay to the vacuum either, in short, if a kink is 

superimposed with an anti-kink at a different position they will move towards 

each other but they will not annihilate, they will pass through each other. In fact, 

there is an oscillating solution known as a breather. This solution has winding 

number zero but is stable, at least to small perturbations. Kink-anti-kink 

annihilation is allowed by the conservation of winding number and occurs in 

similar models. It does not occur in the sine-Gordon model because the 

sine-Gordon model is integrable. 

 

In the quantized sine-Gordon model the field quanta behave like particles in the 

normal way, what isn't normal is that the solitons also behave like particles. This 

means there are two different particle spectra: a soliton spectrum and a spectrum 

arising out of quantization (Houghton, 2000). 

 

The water molecule superradiance (Jibu et al., 1996; Jibu & Yasue, 1997) could 

be part of the tubulin C-termini conformational soliton picture if the 

conformational states of the tubulin tails are coupled with the dynamics of their 

hydratation shells. In contrast with the intra-cavital soliton propagation (Abdalla et 

al., 2001) the C-termini – water molecule solitons are formed on the microtubular 

surface and could have direct intraneuronal effects such as control of MAP 

binding and motor protein associated cargo trafficking.  

 

The flexible tubulin tails could explain the electric sensitivity and could account 

for direct translation of the EPSP and IPSPs into quantum states. The model is 

attractive because the proposed microtubular solitons could have direct effect 

upon the presynaptic scaffold protein function and exocytosis as supposed by 

Georgiev (2003) and because the tubulin tails are prone to extensive biochemical 

modification - providing link to GPCRs intraneuronal signalling! 
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Fig. 22 Propagation of positive quasiparticle (soliton) as local distortion in the 
conformation of the electronegative tubulin C-termini projecting out of the 
microtubule. Water molecules (white) are shown inside the microtubule however 
their collective superradiant behavior on the microtubule outer surface could play 
essential long-range integrative role between the tubulin tails. The dendritic spine 
or node of Ranvier that creates local distortion of the electric field is not depicted. 

 



 77

Elastic and piezoelectric properties of microtubules 

 

The elasticity of microtubules is another issue of physical relevance, which has 

been of recent theoretical and experimental interest. Using Gittes procedure 

(Gittes et al., 1993) to determine flexural rigidity, Mickey & Howard (1995) 

determined the Young's modulus of microtubules to be E=1.4 GPa. The value of 

Young's modulus increases almost three-fold under the stabilizing action of 

MAP-tau or taxol. The knowledge of this value allowed Sirenko et al. (1996) to 

model the vibrations of microtubule within a fluid. They found that the microtubule 

within water can support interface elastic waves with frequencies up to the 

gigahertz range and that acoustic waves with velocities from 200 to 600 m/s are 

possible. 

 

Another interesting feature of microtubules is that they could have piezoelectric 

properties (Athenstaedt, 1974). The word piezo is Greek for "push". Crystals, 

which acquire a charge when compressed, twisted or distorted, are said to be 

piezoelectric. This provides a convenient transducer effect between electrical and 

mechanical (elastic) oscillations. The reverse phenomenon is also observed: if an 

electrical oscillation is applied to piezoelectric crystal, it will respond with 

mechanical vibrations. The biological importance of the piezoelectric effect in 

microtubules remains to be assessed. 

 

Discussion 

 

The local electric and magnetic field strengths were assessed to be varying from 

0.01 V/m to 10 V/m for the electric intensity and from 10-10 to 10-7 T for the 

magnetic flux density. This rules out the possibility for the local magnetic field to 

input sensory information to tubulins. We have seen that if microtubules are 

intimately linked to our “consciousness” then they should have developed 

mechanisms for inputting the information carried by the local electric field.  
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Here should be noted that the widely quoted “sensitivity” of microtubules to 

external electric and magnetic fields is indeed (1) arrangement along the field 

strength lines of the microtubules (Vassilev et al., 1982), (2) electrophoretic 

mobility (Vater et al., 1998; Stracke et al., 2001; 2002) and (3) use of high 

intensity magnetic field exceeding 7.6 tesla in order to produce aligned samples 

of hydrated microtubules suitable for low-resolution x-ray fiber diffraction 

experiments (Bras et al., 1998). All these microtubule-electromagnetic field 

interactions have no direct biological importance and this “sensitivity” should not 

be used as proof of in vivo existing such interaction.  

 

In contrast attractive neuromolecular model based upon the tubulin tail function is 

proposed in which tubulin tails are “sensitive” to local changes of the 

intraneuronal electric field strength and direction. Positively and negatively 

charged quasiparticles (solitons) are formed and propagate on the microtubular 

surface transferring information and energy without dissipation and exhibiting 

long-range correlations. The tubulin C-termini function is essentially linked both 

to the electrophysiologic input (fast response) and to biochemical cascades 

(memorization). Thus the Q-mind hypothesis is presented in “new face” meeting 

the classical neuroscience.  

 

The conclusion from the presented data is that before starting microtubule 

quantum modeling it is useful to be acquainted with the specific intracellular 

microenvironment. The local electric field in the brain cortex is the carrier of 

information to our mind (Dobelle, 2000), that’s why if microtubules are linked to 

the cognitive processes in brain their interaction with the electric field is crucial 

and must be taken into account in the future models. 
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