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Abstract— Machine translation is one of the disciplines thatover

the automatic language processing domain. There aréwo

different approaches to realize a machine translatin system;
linguistic approach, based on a set of theories andiles that

govern the processed language and statistical onbased on
probabilities and mathematic theories. Our system merges from

the linguistic school and contains in fact tree madles, each one
concern a step in the natural language process; lieon-

morphological, syntactic and, semantic analyze(whicwe would

describe in this paper).
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. INTRODUCTION

Machine translation is the translation by a macliha text
written in a natural language (source language)rother
language (target language) [1]. It is one of trexigiines that
cover the automatic language processing domaithisrpaper,
we will describe our idea which aims to developystem for
Arabic-French machine translation using the DCFraggh
(which combines several methods that emerge frargulage
school). We will show the usefulness of linguistieories
including: the method of conceptual dependencles,theory
of Fillmore, the semantic features of Shafe andn&abased
representation of Minskey, and how they were coetbito
achieve a translation taking into account, the exntand
meaning.

Il.  FILLMORE THEORY

Verbs differ according to their topological chaeactfor
example, certain verbs necessitate the semantas.casgyent’
and ‘Object’ where others need other cases suckbasce’
and ‘Destination’. The cases ideally form a unidirgte, small
in number, universal and valid list in every langed2]. For
the Arabic language, semantic cases are drawn usiegal
marks, for example, the case ‘Agent’ is recognibgdthe
grammatical case: Nominative, marked with the dliacr” or
‘o’ or . us . And the case ‘Instrument’ is

the suffixes
recognized by the grammatical case: Dative, markith the
diacritic * .’ or the suffixes ‘v’ or ‘.c»’, and preceded by the
preposition ‘— ’'or the wordsthaul 5 | ‘ Jwainly etc.

The advantage of this method is that it permitsneke a
representation of the sentence that does not stibigisyntactic
analyze results limits [3], in other words, evetwb sentences
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have different representations, they may transgwet same
sense. For example, the sentences:

- Oleleall acls eaigall el
- oedigall Ga e e il sladl BaclE i

The subject is different in despite the action ifydas the
same.

wdigall and clegledl 32elé play the same syntactic role:
subject, where the agent is in the two caseg< and the
object is alwaysile slaall s2c 13,

Ill.  SEMANTIC TRAITS OFSHAFE

This method consists to endow every noun in the
definitions dictionary with many semantic traits osling
relations it can have with the other words used titin the
sentence.

For noun representation, Chafe proposed a clastsific
model. He defined a list of semantic traits (maskethat
represent noun proprieties. According to Chafe, riban is
characterized with the traits: Animated, Human, éme,
Unique, Concrete, Countable and Potent. [4] and tthis
Consumable and dimension could be added [5].

Examples:

Jaxiuadl=[(+)Animated,(+)Human,(-)Feminine,(-)Unique,
(+)Concrete,(+)Countable,(+)Potent,(-)Consumab)le, (-
Dimension]

aiLdi=[(-)Animated,(-)Human,(+)Feminine,(-)Unique,
(+)Concrete,(+)Countable,(-)Potent,(-)Consumable, (-
Dimension]

Although this method was conceived and used just fo
nouns,we proposed that it can be applied on verbredolve
the problem of information lack we meet if the usemts to
translate a non-vowelized text (we have to notd Hiert
vowels play a very important role in the Arabic daage
disambiguation). Consequently if the user wantsraoslate
the sentenceéliuy! J 4y, Al Jib Ju i, the system can
recognize the agent which dék thanks to the semantic traits
of the verbJ-_i [ + human], which means that this action can

be down only by a human agent and so, the sy staifieg



the traits of every noun in the sentenge:, [-human], Jik
[+human]. Consequently, the agent can’t be otham ¢k,

IV. FRAME BASED REPRESENTATION

in the dictionary in four tables: Verbs, Nouns, édjves and
Particles. For example, the table contains thestehserbs and
its basic primitive but also the various semangatdires, and
its translation.

Once the semantic cases drawn, we must find a way But during the implementation, it was noted thadréhare

represent them and the relations between them. ltnde of
choices are available, but given the charactesistif the

Arabic language, (you can swap the components ef th

sentence without affecting the meaning), we chbeentethod
proposed by Minskey: frames. Frames have a wholef stots
reserved for the different concepts may containemtesce,
what drives us therefore to provide a slot for easmponent
that may be encountered.

In general,
therefore requires a reduce number of slots
and we know that there are verbs that require #meesslots
and that most verbs are used to express ideamthatvell be
expressed by other basic verbs. This leads us @oaugerb
classification method, we have chosen to use tkeryhof
conceptuatiependency.

V. CONCEPTUALDEPENDENCY

This theory is characterized by the
1. Two sentences having the same meaning in ogedae or
two different languages (although they have verffedint
syntactic  structures), should have the same
representation.
2. Any information implied in a sentence must beleexplicit
in the representation

3. Any action is expressed in terms of primitivdsach
primitive have an associated schema which must
instantiated and filled (at least partially) durinthe
understanding process.

For example the primitive of the verb drink is s&me one
for the verbs eat or swallow (INGEST primitive) [4This
theory therefore allows the reduction of each $eteobs in a
primitive which shall be the representative and| wibw
undergo a common treatment for all these verbseaastof
duplicating it for each one.

In our work, we considered the eleven basic actmnrposed
by Schank.

So for two verbs that refer to two similar actiomsg use
the same primitive, for example, two verbs that alenan
action of transfer of something abstract (eg pa$se} verbs
such asial, als | Ju,l | ATRANS primitive is used. Thus, we
have the same frame that represents these verbglifférence
lies in the contents of the Action field. We carplement the
frame as a list, table, or an implementation mdfieient and
organized using Objects. In our system, a classdstised for
each primitive and during the frame constructioraggh we
instantiates an object of the class to which thedwmelongs
and fills its fields.

VI. REQUIREDINFORMATIONS

To have all the information about the different demhich
carries the analysis, it is necessary to have & ipathe
dictionary (a field or table) that contains all ihéormation that
can help make a good salary, To do this, we ratkedvords

each verb has its own characteristiod a : .
[5]table called Sequences and see during processiep (s

special cases that must be treated separately.
Example: let the words:
4a il = panneau £8x5 = contrdle zilis = clés.

The verbatim translation (from Arabic to Ftench) ofs
=il and sy milidl gives: Ssdl sy = panneau de
configuration andzsisdl i = panneau de clés. While the
translation of=lisll 4 o should be: clavier.

The solution proposed was to put these stringsooflsvin a

construction of the frame) if the text contains asfethese
suites which case we put directly its translatithre equivalent
word or sequence in the target language) in thgetdrame.
For example the wordsiis= g = scannerilé siadll il =
corbeille,...

And therefore the number of tables used by theyaisal
module and the module for word translation is filéouns,

axioms:yerps, Articles, Adjectives and Sequences.

VII. TRANSLATION RUNNING DESCRIPTION

|r1terna When we enter a phrase to translate, the systelyzasait.

' In fact, the analysis goes through three phasesiogho-
lexical analysis that aims to recognize each wordthe
sentence, a parser to pull the various syntacsesésubject,
object, COD, COl,...). The results of this analysis the inputs

pef the next phase: the semantic analysis as deskinkifigl

The system recognizes the action after it compénes
words of the sentence to translate with the entfebe table
of verbs, then consults with the primary field édaof verb) to
extract the type of verb (Atrans, PTrans, ...), #mel system
starts filling the fields after instantiation ofettclass of the
primitive.
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Figure 1. System global architecture



At this stage, the definition dictionary is conedltto
extract the semantic traits of each word of theéesere in order
to analyze it:

» The subject is recognized for example by the aaguark
'Damma’, and according to the semantic traits ob \end
different noun groups of the sentence. /
* The instrument is recognized by the particlewords: (= ,
daulg,.0).

e The source and destination with particlesi() and (J ,
) Qea ),

» Concerning the adjectives and particles, they dzm.

recognized easily (a table is devoted to the aggstand an
other one to the patrticles), etc..

After the frame of the Arabic sentence (Arabic fednis
created, comes the role of the word by word traiasia
module, so we get the destination frame (Frenalnd)aThen,
the system dials the sentence in French from tigettérame in
an order that had been previously defined: Sertenégent
Action Object Source Destination Beneficiary Instent...

The system provides the result after the orgaminati the
sentence according to the rules of syntax and gemahthe
target language (taking into account the type amchber of
nouns and verb tenses: Présent / passé / futergehder and
number of nouns,...

All these operations (generation of the sentenom fthe
target frame and its organization to meet compgant the
target language) are provided by the module of gamant of
the French language.

We note that the translation produced by tinguistic
system (based on the DCF approach) goes throughk basic
phases: analysis, word for word translation ancgaion.

Some examples of translations made by the system
given in the following figure, fig2

VIII.

Our translation system that some modules were exbivs
this article, takes part in the semantic procesefngxts using
purely linguistic tools and finds fulfilment witthe DCF
method as a basis.

This method has been proved highly adaptable toAtiabic
language and its particularities as to syntax @mastic sides

[1].[3].[5].[6]-

We can underline as a perspective for this workgtiegrate
to the system a good morphological analyzer (sscthe open
source tool Aramorph) and enrich the dictionarigsdito cover

CONCLUSION

other application areas and improve the resultsalme most
dictionaries are richer and more defined rulesdatailed, the
resulting translation will be more accurate.

ar

(1]
(2]

(3]
(4]

5]

(6]

Fichier < | Edition sy~  Aide ssles

Bienvenue sur ATrank

Phrase en Arabe Al dlaad)
A gl Ay il oy

ol wabill gk

S Sgmatll il

Effacer [ ‘

s il dan

| Traduire 4sa3

Traduction en Francais

L'enfant a envoyé un comrrier électronique
L'éleve a imprimé le texte

Le texte a été imprime

Le texte a été imprimeé avec l'imprimante
L'utilisateur appuie surle bouton
L'utilisateur appuie surle bouton
L'ordinateur est bon

Les ordinateurs sont bons

Figure 2. Example of translation
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