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Abstract Multi-perspective modelling MPM techniques allow the presentation and
analysis of complex organisational knowledge from different points of view, thus al-
lowing the knowledge to be used for different purposes. This paper describes the multi-
perspective modelling approach that has been adopted as a part of the Air Operation
Enterprise Modelling (AOEM) project[7]. Three models have been developed: a Busi-
ness Model to describe the concepts and processes that are used in the context of air op-
erations, a Role Activity and Communication Model to identify actors involved and the
operations and interactions between them, and a Meta-Model to provide a taxonomic
structure to capture all concepts that are important to the air operation. To assist the
Multi-Perspective modelling efforts, a framework has been proposed which uses Meta-
Model as a light-weight ontology to provide communication of domain knowledge
between models. An underlying formal method provides the basis for the automation
of communication and translation and error-checking support along side human ef-
forts. We also demonstrate how the light-weight ontology Meta-Model can be used as
a foundation to provide partial quality assurance of multiple models. We suggest that
the MPM approach is valuable in representing, understanding and analysing a complex
domain, but that much automated support is still needed.

Key-words Multi-Perspective Modelling, Business Modelling, BSDM, Enterprise
Modelling, Process Modelling, Knowledge-Based Support Tool, Case-Based Reason-
ing, Business Process Re-Engineering, Role Activity and Communication.

1 Introduction

Today’s economy may be called a knowledge economy indicating that stake-holders of
the right kind of knowledge may gain competitive advantages and strive in this new



economy. This knowledge may be roughly divided into two types of knowledge: in-
ternal and external. The internal knowledge is the corporate knowledge within an or-
ganisation and the external one is the economic environment the organisation operates
in.

A modern enterprise today is often a virtual entity which consists of many sub-
organisations which are distributed across different geographical areas, each possessing
different expertise and specialising in certain functions. This complicates the task of
treating corporate knowledge as a whole and making effective use of it. Furthermore,
the economy in which an organisation operates is very dynamic which requires an or-
ganisation to react appropriately and promptly — in adapting their goals and processes.
This paper focuses on the capture of corporate knowledge using Multi-Perspective
Modelling (MPM) techniques. We call the created models Enterprise Models.

Multi-Perspective Modelling (MPM) techniques allow one to present and analyse
organisational knowledge from different points of view, which in turn allows the knowl-
edge to be used for different purposes. In a MPM initiative, several different modelling
languages are normally used to describe the different aspects of the same knowledge
domain – in this case the business and operation domain of the enterprise. Two main
motivations behind the deployment of multiple models for capturing enterprise knowl-
edge are:

Organisational knowledge is often so complicated and of different types that nor-
mally no single modelling method can capture all of the important aspects and present
them clearly and appropriately. Thus a Multi-Perspective modelling approach makes
use of multiple modelling languages which compliment each other and work as a whole
to describe the enterprise knowledge better.

The use of Enterprise Models is diverse: some may deal with only one aspect of
the model, others may deal with several relevant aspects and, therefore, need to ex-
amine them together to convey a fuller view. The components of domain knowledge
of an enterprise model, however, can be highly inter-dependent if they are not struc-
tured and presented appropriately. It is therefore important to have a mechanism which
allows the relevant information to be gathered and presented in a clear, concise and
structured way which is not overburdened with other irrelevant information. Since a
multi-perspective modelling approach uses several different modelling languages, each
language provides a specialised presentation and insight into specific aspects of the do-
main.

This approach is already used in research and practice: Common KADS methodol-
ogy [11] embodies several modelling languages to help understand and capture domain
knowledge and to help the design of knowledge based systems; Booch, Rumbaugh and
Jacobson [1] fully embrace this approach and have offered a suite of inter-supportive
modelling notations as part of the Unified Modelling Language, for gathering require-
ments and development of software systems; Frank[5] advocates this approach based
on which multiple notations have been used and a multi-perspective knowledge man-
agement system (MEMO) was developed; in Zachman’s[12] Framework for Enterprise
Architecture, it suggests using a variety of modelling languages to capture and describe
the different aspects of a domain. The importance and benefits of using multiple and
complimentary modelling languages to represent a complex knowledge body is well-
recognised and adopted more frequently than before.
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The domain of (military) Air Operations is complex. A main source of knowledge
regarding Air Operations was provided to the MPM initiative in IDEF0 model format1.
It is consists of 290 functions, 307 inputs (data types which provide input information
for the functions), 294 outputs (data types or results which are produced by the func-
tions), and 45 controls (data types which provide principles, guidances and information
for executing the functions). In addition, documents written in natural language, infor-
mal diagrams and tables are provided — describing different parts of the air operations.
This information is aided with correspondence with domain experts. Several aspects
are considered: the infrastructures used during the operations, the operations to be
carried out, people involved and their actions and the interactions between them, poli-
cies that are followed, resources and information needed, and issues such as timing for
cooperation during the operation.

To illustrate these aspects, three types of models are initially chosen and built: a
Meta-Model provides a taxonomic structure to capture all the high-level and funda-
mental concepts that are important to the air operation, a Business Model to capture
the infrastructure involved in the operations and the detailed concepts that are used in
the context of air operations, a Role Activity and Communication Model to identify the
type of actors who are involved in the operations, their individual operations and the
interactions between them.

Section 2, 3, 4 and 5 further illustrate how models built using each modelling lan-
guage can communicate with each other and how the consistency between these models
is obtained based on the underlying formal method. Section 6 describes our findings.
Section 7 concludes this paper.

2 Overview of Multi-Perspective Modelling Framework

To maximise the advantages of the MPM approach proposed in this paper, a few prin-
ciples are followed. Firstly, all of the modelling languages that are chosen as a part of
the enterprise model set must be suitable to describe the chosen problem domain and
appropriate to achieve the modelling objectives. Secondly, the chosen modelling lan-
guages should be complimentary of each other so that all of the concerned knowledge
are described among them. Thirdly, these modelling languages should be “compatible”
with each other, i.e. their modelling principles are sufficiently similar to each other so
that the built model can achieve a consistent and coherent view of the domain.

It is also important that all of the models are built based at the same (or at least sim-
ilar) level of abstraction: if one (or more) of the modelling language allows multiple
levels of abstraction, e.g. the modelling languages of IDEF0[9] or IDEF3[8], appropri-
ate guidelines must be established to determine which level of abstraction is mapped
to the other non-decomposable modelling languages. Deploying a modelling language
which allows multiple levels of abstraction is possible in the MPM approach, although
it adds some complication to the modelling exercise, e.g. to determine the right level of
abstraction to be mapped to other models, and to decide if this way of extracting infor-
mation is consistent within its own structure. It also adds complexities to the checking

1The Air Operations IDEF model was developed by Larry Tonneson, Zel Technologies, LLC, USA.
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for coherence and consistency between models. The use of Meta-Model, in our MPM
approach, supports this mapping between model concepts described at different levels
of abstraction. It provides a taxonomic structure which describes concepts at different
levels of abstraction. This structure provides the mechanism for communication and
knowledge transfer between models.

Figure 1 shows our MPM approach. As mentioned earlier, three models are used:
IBM BSDM’s Business Model (BM)[6]2, Meta-Model (MM)[2], and Role Activity and
Communication Diagram (RACD)[7].3 Each of the three circles represents the domain
knowledge that is covered by each model. The overlapped area denotes the common
knowledge that is covered in different models, although it is presented in different
forms (i.e. using the specialised model primitives) in each model. The area that is cov-
ered by only one model denotes the specialisation of the particular modelling language
that describes the kind of knowledge that cannot be captured by any other models. An
example of such specialised knowledge is the type of “role” that people play in an air
operation as well as its responsibilities and operations which is not covered by any
other models.

BM

RACD

MM

Figure 1: Overview of Multi-Perspective Modelling Approach

Meta
Model

RACDBusiness
Model

Figure 2: MPM using Meta-Model as a Backbone

Figure 2 depicts how the Meta-Model (MM) has been used as a backbone for the
MPM approach. It provides a taxonomic structure to store the fundamental and impor-

2BSDM stands for Business System Development Method.
3RACD was developed by Yun-Heh Chen-Burger specifically to meet requirements for the AOEM project.

It was adopted from the Role Activity Diagram[10] with its process notations extended with influences from
IDEF3.
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tant knowledge of the domain. It also stores the meta-knowledge of domain concepts.
Because the information stored in the MM is common and sharable between different
models, it forms a natural communication media for knowledge transfer and transla-
tion. Model concepts that are described in one model are mapped to MM which are then
mapped to model concepts that are captured in another model. Given the mapping of
concepts, the appropriate knowledge can be transferred and translated between models.
This mapping approach is explained in more detail in Section 4. Given the mapping
information, consistency checking can also be carried out across models which is illus-
trated in Section 5.

Based on this framework, a modelling support tool, Knowledge-Based Support Tool
for Enterprise Modelling (KBST-EM) has been developed which is integrated with a
specialised modelling tool KBST-BM[4][3]4 which was initially developed for IBM
BSDM’s Business Modelling Method. While providing support for fundamental model
building activities, KBST-EM also provides some support in communication and trans-
lation of domain knowledge between models and some simple error-checking facilities.
Since KBST-BM provides extensive support to build BSDM’s business models, includ-
ing syntactic and semantic error checking facilities, KBST-EM also benefits from this
functionality through integration with it.

More details of the formal method and techniques used by KBST-EM are given in
the following sections.

3 A Light-Weight Ontology: The Meta-Model

As mentioned earlier, a Meta-Model describes its domain knowledge in a taxonomic
structure whose notation is adapted from [2]. The domain of air operations is roughly
divided into 5 areas of interests: Resources, Plan and Activities, Monitored Data, An-
alytical Data, and Other Concepts. Resources include the physical equipment and in-
frastructure, the operation systems and personnel that are involved in the operations.
Plan and Activities captures the different types of activities, critical assessment factors,
and activity-related constraints. Monitored Data is the dynamic data about friendly
forces as well as enemy forces, whereas analytical data describes an assessment based
on dynamic data. “Other concepts” includes the rest of relevant information, such as
weather and geographical conditions, etc.

Figure 3 shows a part of the Meta-Model which describes the area of resources.
Two types of classes are deployed: the Abstract and Concrete Class. Abstract Classes
provide the taxonomic structure for conceptual categories and normally describe more
“general” concepts. Concrete Classes represent more specialised concepts and in the
context of MPM they are often also represented in other modelling languages. For ex-
ample, the concrete class, Pilot/Mission Commander, in the Meta-Model shown above
is captured as a “Role” in the RACD model, as it is an important and specific role
that a person plays in the air operation. However, the details of what a Pilot/Mission
Commander does and how they interact with other people when in an air operation is
not described in the Meta-Model, but in the RACD model (which is the speciality of

4KBST-BM stands for Knowledge Based Support Tool for Business Modelling.
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Figure 3: A Partial View of Meta-Model

RACD). An arrow that is drawn from class A to class B indicates an is-a relationship,
i.e. B is-a (specialisation of) A.

The purpose of the Meta-Model is three-fold: to provide a taxonomic structure
which allows the storage of meta-knowledge of the domain knowledge; to determine
the core set of knowledge that is fundamental and important to the application at hand;
and to provide a shared communication medium which allows information to be passed
between models through it and to maintain the consistency between them. It is clear
that limited complexity can be maintained if all models are mapped onto one single
model, instead of mapping to every other model.

Section 5 proposes a framework to achieve Global Consistency across a set of En-
terprise Models. The following section describes the mapping approach between dif-
ferent models.

4 Mapping between Models

There are four different kinds of mappings between two models: the mapping of mod-
elling primitives, the mapping of attributes of model primitives, the mapping of model
objects, and the mapping of the relationships between model primitives.5

The first step of mapping two models is to match the model primitives used in the
two modelling languages. One pre-requisite is that the two modelling languages have
to be compatible to some extent. The more similar they are, the more knowledge can
be shared between them. Table 1 gives an example mapping of model primitives and
their attributes between Meta-Model (MM), BSDM Business Model (BM) and RACD.
This mapping mainly considered the matching of model primitives from BM and RACD

5Relationships between model primitives are sometimes explicitly captured as one of the modelling prim-
itives, but they may also be more implicitly captured, such as in a business rule or an inferred constraint
between model objects.
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to Meta-Model but not between BM and RACD. It means information are not directly
translated between BM and RACD, but via the definition of Meta-Model. This enforces
a standard for information transfer.

Meta-Model Business Model RACD

Concrete Class Entity Data
Concrete Class Entity Role
Concrete Class Process Process
Concrete Class Attribute Entity Attribute Data Attribute
Concrete Class Attribute Entity Attribute Role Attribute
Concrete Class Attribute Process Attribute Process Attribute

Table 1: Mapping of Model Primitives between MM, BM and RACD

This mapping, however, only provides the first step. The next step is to decide
the mapping on the modelling object level which is to map the actual elements of a
model into elements in another model. This is done by pattern matching on the name
of the model object recorded in the Meta-Model. This approach implies a consensus
and naming discipline across models that describe the same domain.

As mentioned earlier, one such mapping example is the mapping of “Concrete
Class” Pilot/Mission Commander in the Meta-Model onto “Role” Pilot/Mission Com-
mander in the RACD. Since the two model objects are the same in their semantics, if
attributes of Pilot/Mission Commander are known in the Meta-Model, the correspond-
ing matching attributes in the RACD are also known. This indicates a “fully equivalent”
type of mapping between these two model objects. We use the notation A

�� B to de-
note that A is (conceptually) fully equivalent to B. A and B may be captured in different
model primitives in the specific modelling languages. We use A

�
B to indicate that

model primitive A is compatible to model primitive B. The above information transla-
tion rule can be represented below:

�����	��
����������
��������	�
�������� � �"!#�$!#%&!(')� �+*-, �.���
��"/ � �$���0��� �1��!#�2!#%&!#')� �+*-, ���3�4
��	/
5
�+6870��9:% %&;�� �),�, ���	�����"/:�4
��"/ �� �+6�7��9:% %&;�� �),<, �=�3�<���	/>��
��/
5
�+6870��9:% ?0%&%&�"!864@�%8� !(A ��������<,�,CB�?)�D@E� ��F %&% />� , ������.��/:�4
��"/
G
�+6870��9:% ?0%&%&�"!864@�%8� !(A ��������<,�,CB�?)�D@E� ��F %&% />� , �=�������/:�4
��	/

where �������� � �"!#�$!#%&!(')� �+*-, T1, M1) indicates that
�.�

is a model primitive (type) of
model


��
; �+6870�"9>% %&;���� ((O1, T1), M1) defines that the model object

���
is of model

primitive type
�.�

in Model

��

; �+6870��9:% ?0%&%&��!864@ %8� !#A �$���0��� ((Value, Att), (O1, T1),
M1) stores the attribute value in B�?)�D@E� for attribute

F %&% for model object
���

in model
��
. This formula indicates that if two model primitives,

�.�
and

���
, in models,


��
and


��
, are compatible, and that the model objects,

���
and

�=�
, of model primitive
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(type),
�.�

and
���

, are fully equivalent, then the corresponding attributes of
���

and�=�
should be the same.6

The property of “fully equivalent” is transitive, i.e. if model object O1 in model
M1 is fully equivalent to model object O2 in model M2, and that O2 is fully equivalent
to model object O3 in model M3, then model object O1 is also fully equivalent to O3.
Based on this principle, common knowledge can be transferred between models and an
initial error checking across models is possible. Some such facilities are provided by
KBST-EM.

However, not all modelling objects are fully equivalent but only similar to each
other in some degree. One example is when a model object describes a more generic
concept than another, i.e. it is a “generalisation” of the other, then these two model
objects are similar to each other — a special type of similarity. This relationship can
be naturally represented in the Meta-Model as super and subclasses. One other case is
when two model objects share some of the common properties, e.g. having a common
superclass in the Meta-Model.

The similarity between model objects is also a very useful piece of information.
Three different levels of similarities have been identified: A

�� B (A is fully equivalent
to B), A � B (A is similar to B) and A

�� B (A is related to B). The weaker the similarity
the weaker the information translation rule that can be enforced. When two concepts
are only “similar” or “related” to each other, only recommendations are made, as the
translation rule is applied with a weaker inference operator, � (may be true).

Given the mapping information of model primitives and model objects, the next
step is to provide support for consistency checking (of some degree).

5 An Incremental Three-Tier Framework for Achiev-
ing Consistency

When the MPM approach is taken, it is essential that all models are coherent and con-
sistent with each other. Since modelling is essentially a labour-intensive task, it will
be advantageous if some form of automation can be provided alongside human efforts
to help maintain the coherency and consistency of these models as a whole. We pro-
pose a three-tier framework to achieve Local Consistency within each model; Pair-wise
Consistency between two models; and finally Global Consistency across all models.

To achieve the Local Consistency we must make sure that every model is coherent
and consistent internally. This effort can be made possible via joint efforts of human
and a method-specific modelling support tool, such as KBST-BM.

To achieve Pair-wise Consistency we must make sure that every model is coher-
ent and consistency with the Meta-Model. At this stage, each model is compared
and checked against the Meta-Model to ensure its content is consistent with the Meta-
Model. Once an inconsistency has been found that requires updates in the Meta-Model,
this update must also be propagated to the other models which include this concept.
Consistency on this update must be reached among all models before resuming the

6The same attribute may also be given a different name in different models. We simplify this in the
formula.
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pair-wise checking. Once all models are consistent with the Meta-Model, we say that
an “approximate” Pair-wise Consistency has been achieved - it is approximate because
it is a consistency with the Meta-Model but not with each other.

Global Consistency requires us to ensure that every model is consistent with each
other. After Pair-wise Consistency has been achieved, any two models and the Meta-
Model are selected. Their model objects are examined to ensure the consistency is
maintained among them. Once a discrepancy is found, it should be corrected. If this
discrepancy involves changes made in the Meta-Model, a similar procedure as the one
to reach the Pair-wise Consistency should be followed.

If this discrepancy does not involve the Meta-Model but other models, then accord-
ing updates should be propagated to the other models to achieve a new consistency.
The user may also decide to include this knowledge in the Meta-Model, if this sharable
knowledge is important and fundamental to the domain (however, if this is done, the
pair-wise consistency should be re-gained). After the first three models have reached a
local consistency among them, a new model can be added for checking and the above
process is repeated until all models are included. When all models are checked and are
consistent with each other, we say that the Global Consistency has been reached.

The process of achieving Global Consistency is an iterative one. It sometimes
requires a revisit of the model design phase as (new) information has been discovered
and added to the model. Note that, since every model needs to maintain consistency
with every other model, in the worst scenario, the checking and updating activities
can continue indefinitely. In this case, as with other methods, human intervention is
required and heuristics should be applied. However, in our experience so far, such
occasions rarely occur if the modelling languages have been chosen to be compatible
with each other and the models have been carefully built. Typically, when an update
does trigger a few other updates it does not trigger an infinite loop.

As achieving Local Consistency is often helped by using a method-specific tool, it is
not discussed here; instead we are more interested in the generic rules that may be used
to help achieve Pair-wise and Global Consistency. To achieve Pair-wise and Global
Consistency, we must maintain across models: the consistent definition of model con-
cepts, the consistent definition of relationships between model concepts, a coherent
level of abstraction on model concepts, a coherent use of information and resources
and a consistent application of process/operation logic. Our method and tool support
assist in this.

One example rule for maintaining the coherent level of abstraction on all model
concepts is the Concept Abstraction Consistency rule described below:

�����	��
����������
��������	�
�������� � �"!#�$!#%&!(')� �+*-, �.���
��"/ � �$���0��� �1��!#�2!#%&!#')� �+*-, ���3�4
��	/
5
�+6870��9:% %&;�� �),�, ���	�����"/:�4
��"/ �� �+6�7��9:% %&;�� �),<, �=�3�<���	/>��
��/
5
� @E6 9 ��A 9>���1%>,�� @E6 ���������.���
��"/
G
��� �-@ 6 ���
�+6870��9:% %&;�� �),�,��-@E6 �	�����"/:�4
��"/ �� �+6870��9:% %&;�� �),�,��-@E6 �3��� �	/:�4
��	/ 5
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� @E6 9 ��A 9>���1%>, �=��� �-@ 6 ����������
��	/

This indicates that if model object
���

in model

��

is fully equivalent to model
object

�=�
in model


��
, and that �-@ 6 � is a sub-concept of

���
, then it is not the case

that a model object � @E6 � can be found in model

��

that is fully equivalent to �-@E6 �
and is the super-concept of

�=�
. The rule safeguards against a contradictory abstraction

of model concepts that has been captured in different models.
Other types of modelling rules regarding the consistent definition of model con-

cepts, the coherent use of information and resources, and the coherent application of
processes can also be formalised and automatic support provided in a similar fashion.
Similar work has been done in [2] which provides consistency checking for an estab-
lished modelling method, BSDM’s Business Modelling Method.

It is very difficult or impossible to produce a complete set of generic consistency
checking rules such as the one described above. This is largely due to the fact that
not all of the knowledge needed can be formalised — it requires not only insights into
the specific application domain but also expertise in each of the deployed modelling
methods. Furthermore, a good enterprise model normally reflects a degree of consensus
within an organisation. This consensus is required knowledge to judge the consistency
of models which can not be known before the consensus is reached. Nevertheless,
automatic support such as the one proposed here is valuable as a labour-saving device
because it systematically eliminates a defined set of known error types.

6 Lessons Learned

We found that Multi-Perspective Modelling was a suitable approach to illustrate the
essence of the domain of Air Operations, since it is able to capture the different aspects
of the domain and allows the presentation and analysis of concerned model concepts
that was required for the project.

An important MPM issue is to maintain the consistency and coherence among mod-
els. Since Meta-Model functions as a light-weight ontology, common knowledge be-
tween models can be captured and automatic error checking assistances can be pro-
vided through it. Nevertheless, the MPM activity still remains largely a labour-intensive
task and automatic support for model building activities at the semantic level is much
needed.

Although MPM is an excellent way to allow one to simplify a complex domain by
allowing the modeller and reader to focus on only the concerned issues without over-
burden themselves with other irrelevant details. However, the task of understanding or
analysing a full set of enterprise models, in which each model is a “simplified view” of
the domain, is still fairly complicated. Support tools which provide clear illustration of
the semantics and implications of the models are much needed to help understand and
quality-prove these models.
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7 Conclusion

The Multi-Perspective Modelling approach has been adopted to describe a complex do-
main. We found this approach suitable and often necessary when such a complicated
domain must be captured and understood. Although MPM provides a clearer presen-
tation of domain knowledge on focused issues, one important issue is the sharing of
knowledge among models. This is related to the communication and translation of
model concepts between models. We propose a framework whose core component is
a Meta-Model that provides a taxonomic structure to store all of the sharable, impor-
tant and fundamental concepts of the domain. Underlying the Meta-Model is a formal
method which allows the information to be transferred and translated between models.
This provides the first opportunity of checking for inconsistency existing among differ-
ent models. To provide a more comprehensive checking on consistency and coherence,
we propose an incremental Three-Tier Consistency Achieving Framework which uses
logical methods to provide automatic assistance in achieving the Local, Pair-wise and
Global Consistency. MPM is still largely a labour-intensive task. We do not propose
to use machines to replace human efforts – in fact it is not possible for any model for a
domain of non-trivial size – instead we provide automatic assistance in vital stages of
the model development process.
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