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Abstract. In this paper we address the combination of the physical and digital
worlds in the context of a mobile collaborative activity. Our work seeks to
accommodate the needs of professional users by joining their physical and
digital operational worlds in a seamless way. Our application domain is
archaeological prospecting. We present our approach of the design process,
based on field studies and on the design of scenarios of actual and expected
activities. We then describe the conceived and developed interaction techniques
via the MAGIC platform.

1 Introduction

Augmented Reality (AR) seeks to smoothly link the physical and data processing
environments. This is also the objective of other innovative interaction paradigms
such as Ubiquitous Computing, Tangible Bits, Pervasive Computing and Traversable
Interfaces. These examples of interaction paradigms are all based on the manipulation
of objects of the physical environment [10]. Typically, objects are functionally limited
but contextually relevant [18]. The challenge thus lies in the design and realisation of
the fusion of the physical and data processing environments (hereafter called physical
and digital worlds). The object of our study is to address this issue in the context of a
situation of unconstrained mobility (archaeological prospecting). Context detection
and augmented reality are then combined in order to create a personalised augmented
environment.



In this paper, we explain a design approach for mobile AR systems. We illustrate
our approach, by presenting the outcomes of the design steps of our MAGIC platform.
MAGIC is both a hardware and software platform, which carries out the fusion of the
two worlds, the physical and digital worlds. Although our goal is to design and
develop generic interaction techniques, we base our study on a specific mobile
fieldwork: archaeological prospecting, whose main characteristics are presented in the
following section.

2 Archaeology and Computer Support

In the domain of archaeology the recent progress in 3D technology have made it
possible to develop advanced modelling tools for constructing detailed virtual
representations of archaeological sites. Augmented Reality (AR) and Virtual Reality
(VR) technologies have also allowed the design of tools to enhance the overall
experience of a visitor to a site by providing an AR reconstruction of ancient
monuments [19]. With respect to the tasks performed by the archaeologists
themselves, computing resources have mainly been used in post-excavation tasks (for
example referencing the shards and the objects in a database, reconstructive
modelling of the site after excavation, etc.). But, as a fieldworker, the activity of the
archaeologist has rarely been considered, and the problem of designing tools in order
to support on-site activities has barely been addressed2.

Within archaeological procedures, prospecting is very important because it
principally influences whether excavation at a site will take place. It provides a global
overview of the environment, including a systematic census of the archaeological
clues. The goal is to check the state of the archaeological archives and the potential of
the sites [7]. The archaeological evaluation must fulfil the following requirements:
establish the location of the deposit, find the boundaries of the site, define their nature
(habitat, necropolis, etc.), evaluate the density of the structures, and date the site [4].
Prospecting is done by a group of archaeologists and consists initially of a ground
analysis based on a systematic division of the zone. If necessary, the archaeologists
consult a specialist whose opinion will determine whether prospecting will continue.
Currently, this consultation with the expert is inefficient, because it requires repeated
trips to and from the site by the archaeologists. The prospecting requires long
journeys between sites, where the topographic characteristics are often poorly known.
The long distances of the journeys cause problems since they result in asynchronous
interaction with distant specialists who possess specialised knowledge whose nature
cannot be anticipated a priori. The characteristics of the prospecting activities (e.g.,
the co-operative process, the nature of shared information, the type of interaction),
appear to be representative of the co-operative activities found in mobile situations.

                                                            
 2 For example Ryan & Pascoe [22] in the context of the design of mobile systems for

fieldworkers.



The objective of our study is to understand the use of mobile supports and services
required in a collaborative situation for a user's task in the real world, justifying the
fusion of the physical and digital worlds. In this context, two properties are
fundamental: transparency of the interaction and ubiquity.
•  Transparency enables the users to focus their attention on the task to be concluded

and not on the usage of the tool. It is thus advisable not to separate the human from
his physical environment while using the tool. The aim is to create a seamless
operational field between the physical and digital worlds.

•  Ubiquity stems from usage of the mobile supports. Users wish to access services
and to collaborate with their colleagues at any moment and place. The objective is
thus to design groupware on mobile supports. The user is no longer a prisoner of
the workstation on his desk for collaboration and communication.
Transparency and ubiquity contribute to the current effort of HCI to Universality,

i.e. the computer tool is integrated into the physical environment, and must be
accessible from everywhere and by all.

3 Design Approach

3.1 Design Methods for Mobile Augmented Reality Systems

Because Augmented Reality seeks to smoothly link the physical and digital worlds it
has expanded our view of the nature of interactive systems. But it must be emphasised
that these new technologies also introduce a change in the conventional HCI design
methods. Building effective AR applications for instance is not simply a matter of
technical wizardry. Beyond the HCI classical design approach, mobile AR makes it
compulsory to use a multidisciplinary design approach that embeds complementary
methods and techniques for the design and evaluation phases [14]. This is due to the
fact that physical objects of the user's environment take an increasing role in the
design. We will focus here on two aspects that we have found relevant when
designing AR applications: field study and scenario based design.
•  Field study: So far mostly naturalistic analysis of activities, inspired by

ethnomethodology [15] and francophone ergonomics, have been applied in
designing AR applications. These approaches place a strong emphasis on the
necessity for field studies and participatory design [9, 14]. According to these
situated design approaches, accounting for the context in which the users are
involved means that the design methodology cannot be limited to a description of
the task at hand. The methodology has to consider the whole environment
(physical, technical and social) in which the task is performed. This requires an in
depth analysis of users' activities in order to understand their successful work
practices and to identify the limitations of the current way of working.

•  Scenario: As a way to concretely embody a view of users' actual and future
activities, scenarios have proven very useful in AR design projects [16]. In
particular scenarios enable the description of how AR devices would affect the way
professional users carry out their individual and collective activities. In addition



various scenarios show the importance of supporting collaboration between the
design team and the users.

3.2 Functional Role of Scenarios in Designing Interactive Systems

Scenarios are widely used in different disciplines, including HCI, Software
Engineering, Information Systems, Requirements Engineering. Scenarios can account
for the use of various resources, and the context of the current or projected activity of
identified or potential users [5, 11, 12, 21]. Scenarios can occur in varied forms and
fulfil several functions during the design process:
•  Scenarios are simple and accessible to a variety of actors who participate in the

development of a new technology [5].
•  Scenarios provide a common language to the set of participants engaged in the

design process. In particular, they are supposed to facilitate the exchanges with the
future users who in return will contribute to enrichment of the design options [13].

•  Scenario based design processes may boost the participation of the members of the
project, and consequently may extend the scope of what is realisable and increase
creativity [1].

•  Scenarios provide concrete descriptions of design solution, which can be
considered at various levels of detail. The initial scenarios are in general very brief.
They provide a description of the system by indicating the tasks that the users can
or must carry out, but without explaining in detail the way in which the tasks are
performed [6].

3.3 Applying a Scenario Based Design Approach

The method we adopt follows some principles of scenario based-design methods, but
is also further enriched by the methodological contributions of the francophone
ergonomics tradition ("real task analysis" vs. "activity analysis"). Figure 1 presents
the design and realisation steps of our method. As shown in Figure 1, the empirical
analysis stage includes two steps:
•  First we design scenarios based on an analysis of the real task (explanation by the

end-users of her/his relevant work phases, away from the work setting).
•  Second we design scenarios based on an analysis of the activity (observation and

video recording of the activity of the end-users on site).
From these two steps, we derive a set of requirements. These requirements serve as

the basis for the specification of the future system: We first specify the functions that
address the requirements. Such functional specifications of the system are then
evaluated on the basis of scenarios called "projected scenarios": To do so the
specified functions are integrated in existing task and activity scenarios. This step is a
still in the planning stage since the system is not developed. The interaction
techniques are then designed based on the final functional specifications. After a
developmental step, tests are conducted in the work setting in order to assess the
functional properties of the system as well as its usability. The outcome may lead to



modification of the functional specifications and the designed interaction techniques,
as part of an iterative design approach.

Real Task Analysis

Activity Analysis

Real Task Scenario

Activity Scenario

Implementation

Experimentation

Requirements

Functional
Specification

Projected Scenario

Interaction Specification

Fig. 1. Design and realisation steps

4 Design and Realisation of the MAGIC Platform

Having explained the design method, we now illustrate it by presenting the main
results of each step of the design and realisation of our MAGIC platform (Mobile,
Augmented reality, Group Interaction, in Context). We base our study on a specific
mobile fieldwork: archaeological prospecting.

4.1 Task Analysis

Several levels of representation of the data resulting from the task analysis were used:
global representation, narrative format of description, sequential chart. For reasons of
brevity, only the global representation will be presented in this paper. The task
analysis is completely described in [16]. At a general level of description, prospecting
is a set of analysis operations of the ground, which will allow a final archaeological
evaluation of a site. The site analysis consists of a detailed exploration of the ground,
allowing specialists including material scientists, and geologists to evaluate the
archaeological value of a site. As shown in Figure 2, this evaluation requires repeated
journeys between the site and the research centre by archaeologists in order to provide
relevant data to various specialists.
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Fig. 2. Global representation of the prospecting task. This representation highlights the cycle
(information capture - digitalisation - expert consultation) necessary to evaluate the
archaeological value of a site.

4.2 Activity Analysis

An activity analysis was carried out during real (as compared to simulated)
prospecting; the individual and collective activities were video recorded and
commented upon by the archaeologists. As in task analysis step, several levels of
representation of the collected data were used: a narrative description of activities, a
graph representation of activities, a dynamic representation of displacements of the
archaeologists and finally an integrated representation. We present here the narrative
description, the graph of activities and the integrated representation.

4.2.1 Narrative description of activities
The narrative mode of representation is based on the concept of "meaningful event"
for the archaeologists and/or analysts, i.e. a significant unit of action or a significant
event occurring in the environment [24]. Table 1 gives an example.

4.2.2 Graph of activities
As shown in Figure 3, this mode of description of the archaeologists’ activities shows
graphically the fragmentation of their activities into sub-tasks, the repetitions, the
redundancies and highlights the prevalence of some tasks as compared to others. At a
structural level this mode of description also makes it possible to reveal underlying
regularities: sequences of actions, the communication patterns and collaboration
between the users.

4.2.3 Integrated representation of activities
This representation enables the integration of the set of data collected during the

activity analysis (meaningful events expressed narratively, group members’
displacements, video, snapshots, etc.). The representation is dynamic (Flash3

animation) and easy to handle. Figure 4 presents snapshots of such an animation4.
                                                            
3 Flash Macromedia software.
4 Available at: http://www.irit.fr/GRIC/public/scenario.htm



Table 1. Narrative description

Sequence K.

Topics
Diffusion of contextual information, Geo-positioning,
Data Entering, Collective Evaluation

Actor(s)
Three Archaeologists represented by the letters:  V., C.
& M.

Artefact(s) Map

Output Discovery of highly significant element

11:04:30 C finds a metal piece. She brings it to V who stops her activity immediately. They
return towards the place where the metal piece was discovered and C tries to find the exact
place where it was found, but the exact location remains approximate. Everyone gathers
around this discovery. 11:06:45 the element is approximately located on a map and analysed
by V while M and C seek other clues at the area of discovery. A first analysis is conducted of
the element position to direct the search of other clues near this element (C: "Well, it must
have gone down anyway")

          

4.3 Requirements and Functional Specification: Projection of Existing Scenarios

The field analysis highlights the inherent limitations of the current situation for
several types of activity, in particular for collaborative activities involving mobility:
•  data capture and data entry of a significant element with its context, its mode of

collection and its storage in a mobile and time-constrained context,
•  contextual evaluation of an element, which requires communication between

archaeologists in the field as well as between an archaeologist in the field and a
distant expert,

•  consultation or diffusion of previously analysed elements or situations in order to
carry out an individual evaluation or to share information.
We define a set of functions, which may potentially overcome the problems

encountered by the archaeologists in the current situation. These functions are then
integrated in the scenarios of task and activity ("envisioning" phase) in order to
project a new form of the activity as a solution to the present limitations. Different
projection phases can be performed: alternative models of the future can then be
analysed, debated and compared with the users. At this stage, interaction issues are
not taken into account. The goal of the projection of the scenarios of activity, such as
the scenario presented in Table 2, is to inform and to guide the functional
specification step.



Fig. 3. Analysis of a part of the sequence of events associated with "the discovery of a metal
piece by C". The data collected covers continuous observations of the actions and
communications of the three archaeologists. This figure shows the graphical depiction of the
activities of three archaeologists (V, C and M) in the context of the discovery of a metal piece.
The three series of temporally ordered lines represent the sequences of activities performed by
the archaeologists. The codes (number and colours) represent the categories of significant
actions (hand-written notes, metric statement, photo, reading a map, etc.). The green arrow
indicates the moment when the metal piece was discovered. The red arrow shows the move of
archaeologist C. towards his colleague V. The yellow arrow expresses exchange of an element
between archaeologists, and the black arrows show the communication between two
archaeologists.

Fig. 4. Snapshots of the dynamic presentation of a scenario. These three snapshots show the
animation at three different times in the sequence G of the scenario. It shows both the narrative
scenario and some video snapshots of the activity, and also the positions of the archaeologists
on the site as well as the dynamics of the displacements of each archaeologist (represented by
the coloured points).



Table 2. Projection of a scenario of activity: envisioning phase

Sequence R. Projected

Topics
Collective evaluation, Distribution of information
about a previously discovered object.

Actor(s)
Three archaeologists represented by letters C., V. &
M.

Artefact(s) Editing system and location dependent information

Output Sharing asynchronous knowledge

Case of location dependent information and database consultation.
C arrives in front of a small rock structure already quoted but she does not know its
significance. The system shows her that the rock structure on the ground was already
described by V. She can thus read the notes, access the drawings and the pictures of this
structure.

4.4 Interaction Specification

Based on the functions integrated in the so-called "projected scenarios", different
interaction techniques can be designed. The described interaction techniques are those
that we have developed: the MAGIC platform. As part of a user-centred iterative
process, experimental evaluation of MAGIC may lead to a redesigning of the
interaction techniques.

MAGIC is both a hardware and software platform. In order to explain the
interaction techniques, we first describe the hardware we used for those techniques.
MAGIC is an assembly of commercial pieces of hardware. The MAGIC platform
includes a Fujitsu Stylistic pen computer. This pen computer runs under the Windows
operating system, with a Pentium III (450 MHz) and 196 Mb of RAM. The resolution
of the tactile screen is 1024x768 pixels. In order to establish remote mobile
connections, a WaveLan network by Lucent (11 Mb/s) was added. Connections from
the pen computer are possible at about 200 feet around the network base. Moreover
the network is compatible with the TCP/IP protocol. The hardware platform also
contains a Head-Mounted Display (HMD), a SONY LDI D100 BE: its semi-
transparency enables the fusion of computer data (opaque pixels) with the real
environment (visible via transparent pixels). Secondly, a GPS is used to locate the
users. It has an update rate of one image per second. The GPS at the University of
Grenoble (France) has an accuracy one metre and the one at the Alexandria
archaeological site 5 centimetres (Egypt, International Terrestrial Reference Frame
ITRF). The GPS is also useful for computing the position of a newly found object and
removed objects. Finally, capture of the real environment by the computer is achieved
by the coupling of a camera and a magnetometer. The magnetometer is the HMR3000
by Honeywell that provides fast response time, up to 20 Hertz and high heading
accuracy of 0.5° with 0.1° resolution. The camera orientation is therefore known by
the system. Indeed the magnetometer and the camera are fixed on the HMD, in
between the two eyes of the user. The system is then able to know the position (GPS)
and orientation (magnetometer) of both the user and the camera. Figure 5-a shows a



MAGIC user, fully equipped: the equipment is quite invasive and suffers from a lack
of power autonomy. Our goal is to demonstrate the feasibility of our interaction
techniques by assembling existing commercial pieces of hardware and not by
designing specific hardware out of the context of our expertise. For a real and long
use of the platform in an archaeological site, a dedicated hardware platform must
clearly be designed. For example we envision solar energy power, using retractable
solar energy panels attached to the pen computer.

Based on the above described hardware platform, we designed and developed
interaction techniques that enable the users to perform the functions associated with
the "projected scenarios". The functions of the "projected scenarios" manipulate
objects that are either digital or physical. Examples of digital objects are those
contained in an online materials catalogue while examples of physical objects are
materials such as metals or even a block-note that the archaeologist is using. As
highlighted by our notation ASUR [8], some physical objects are tools while others
are the focus of the activity. The block-note is a tool while the discovered items are
the focus of the archaeological activity. During the design, we can only change the
physical objects used as tools. In our design, we decided to use a pen computer
instead of the block-note, and based the design of the pen computer display on the
paper metaphor. Such a design solution will skip the digitalisation phase of Figure 2.

Having made the design choice of a pen computer, interaction techniques must be
designed in order to let the users manipulate the two types of objects: physical and
digital. For the flexibility and fluidity of interaction, such manipulation is either in the
physical world or in the digital world. We therefore obtain the four cases of Table 3,
by combining the two types of objects and the two worlds: the physical world (i.e.,
the archaeological field) and the digital world (i.e., the screen of the pen computer).
The MAGIC interaction techniques cover graphical interaction on the pen computer
(case (3) in Table 3) as well as the two cases of mixed interaction (cases (1) and (2) in
Table 3).

Table 3. Four cases of interaction techniques
Interaction
with a physical object

Interaction
with a digital object

In the physical world Interaction purely
in the real world

Mixed interaction (2)

In the digital world
Mixed interaction (1)

Interaction in the digital
world (Graphical HCI) (3)

Figure 5-b presents the graphical user interface displayed on the tactile screen of
the pen computer. The graphical user interface is fully described in [20]. Interaction
on the pen computer (case (3) in Table 3) is related to communication, coordination
and production functions as described by the CLOVER functional model of
groupware [23]. For example, coordination between users relies on the map of the
archaeological site, displayed in a dedicated window (at the bottom left of Figure 5-
b). It represents the archaeological field: site topology, found objects and
archaeologists current locations known by the GPS.



                (a)                                                                        (b)
Fig. 5. (a) A user wearing and holding the hardware MAGIC platform (b) User interface on the
pen computer

The two cases of mixed interaction (cases (1) and (2) in Table 3) imply (i) that
physical objects must be manageable in the digital world (case (1)) (ii) that digital
objects must be manageable in the physical world (case (2)). Transfer of objects in
between the two worlds is therefore necessary. To do so we designed a generic
interaction technique, a gateway that plays the role of a door between the physical and
digital worlds. As a door belongs to two rooms, the gateway exists in both worlds:
•  the gateway is an area of the physical world, delimited by a rectangle displayed in

a semi-transparency Head-Mounted Display (HMD),
•  the gateway is a rectangular area in the digital world, on the pen computer screen.

Concretely the gateway is simply a window both displayed on the HMD (Java
JFrame) on top of the physical world and on the pen computer screen (Java
JInternalFrame). The gateway on the pen computer screen is the window at the top
right of Figure 5-b.

Objects in the gateway are visible on the HMD (i.e., in the physical world) as well
as on the pen computer screen (i.e., in the digital world):
•  If the object is physical (case (1)), the object is transferred to the digital world

thanks to the camera (fixed on the HMD, between the two eyes of the user). The
real environment captured by the camera is displayed in the gateway window on
the pen computer screen as a background. We allow the user to select or click on
physical objects: we therefore call this technique "the clickable reality". Before
taking a picture, the camera must be calibrated according to the user's visual field.
Using the stylus on screen, the user then specifies a rectangular zone thanks to a
magic lens [3] (kind of camera lens). The cursor displayed on the pen computer
screen is also displayed on top of the physical world. The corresponding specified
zone (magic lens), displayed in the gateway window on screen and on the HMD,
corresponds to the physical object to be captured. The picture is then stored in the



shared database along with the description of the object as well as the location of
the object. Note that although the user is manipulating a magic lens using the stylus
on screen, s/he perceives the results of her/his actions in the physical world.

•  If the object is digital (case (2)) dragging it inside the gateway makes it visible in
the real world. For example the archaeologist can drag a drawing or a picture
stored in the database to the gateway window. The picture will automatically be
displayed on the HMD on top of the physical world. Moving the picture using the
stylus on the screen will move the picture on top of the physical world. This action
is for example used if an archaeologist wants to compare an object from the
database with a physical object in the field. Putting them next to each other in the
real world will help their comparison. The motion of a digital object (ex: drag and
drop on the pen computer) can be viewed by the archaeologist without looking at
the pen computer screen. This is because in using the HMD the archaeologist can
simultaneously view digital objects and the real world. As for the previous case
(1), although the archaeologist is manipulating a digital object, s/he perceives the
results of her/his actions in the physical world.
Transfer of digital objects to the physical world can be explicitly managed by the
user by drag and drop as explained above or can be automatic. Automatic transfer
is performed by the system based on the current location of the user. This
technique is called "augmented field" ("augmented stroll" in [20]). Because a
picture or a drawing is stored along with the location of the object, we can restore
the picture/drawing in its original real context (2D location). When an
archaeologist walks in the site, s/he can see discovered objects removed from the
site and specified in the database by colleagues. The "augmented field" is an
example of asynchronous collaboration and belongs to the mobile collaborative
Augmented Reality (AR) class of systems as defined in our taxonomy of AR
systems [20]. The "augmented field" technique is directly derived from the
functions of the "projected scenario" presented in Table 2. The technique is fully
described in [20].

In this section we have described the interaction techniques that are developed in
the MAGIC platform. For the same functions of the "projected scenarios", we could
derive different interaction techniques. For example in the case of the "clickable
reality" technique, instead of selecting the area using the stylus on the screen, the user
could perform a gesture captured by a 3D localizer. For the "augmented field"
technique ("projected scenario" of Table 2), the approach adopted is to assist the user
by providing extra information about the physical field via a device carried by the
user. Another approach [15] would be to augment the physical environment by
directly projecting extra information on top of the physical world. This approach
would be possible in a confined environment and is not possible in the case of
archaeological prospecting. Finally we would like to point out that without changing
the designed interaction technique, some technical solutions adopted in MAGIC could
be modified. For example instead of using a GPS and a magnetometer in the case of
the "augmented field", markers could be positioned in the site and would
communicate with a receiver carried by a user.



4.5 Implementation: Software Design

Having described the interaction techniques of the MAGIC platform, we now address
their implementation. Our software design solution draws upon our software
architecture model PAC-Amodeus [17]. The software architecture model is not new
but the MAGIC implementation shows that it can be applied for the software design
of a mobile collaborative Augmented Reality (AR) system. In the context of the
overall software architecture of MAGIC [20], one point we would like to place
particular emphasis on is the application of PAC-Amodeus architectural patterns for
designing the software architecture. In particular one pattern [17] is dedicated to the
implementation of multiple views: Use of a software agent to maintain visual
consistency between multiple views. The gateway displayed on the pen computer
screen and on the HMD is one example of multiple views. We therefore applied the
Multiple Views architectural pattern to implement the gateway: Figure 6 shows the
resulting three software agents.

Physical World
Representation

Gateway

Camera,
location,

orientation

Stylus
event

 Digital World
 Representation

Fig. 6. Applying a PAC-Amodeus heuristic rule for the software design of the gateway: Three
software agents implement the gateway.

5 Summary and perspectives

The paper focuses on the design and implementation of mobile collaborative
Augmented Reality AR systems. We have presented eight steps of a design method,
depicted in Figure 1. In particular scenarios are shown to be very useful as a way to
concretely embody a view of users' actual and future activities. Moreover an already
established fact is that scenarios are very important in supporting collaboration
between members of a multidisciplinary design team as well as between the designers
and the final users. We applied our design method for the design and implementation
of a mobile collaborative Augmented Reality (AR) system dedicated to a group of
archaeologists prospecting fields. We have presented results of each design step
including scenarios of present and future archaeological prospecting activities,
designed interaction techniques and software architecture solutions of the system: the
MAGIC platform. The next step is to experimentally test MAGIC in order to evaluate
the usability of the developed interaction techniques (last step of Figure 1). To
perform the experiments in the work environment, we must address several technical



challenges, including the already mentioned problem of power autonomy, the ambient
luminosity for on screen reading and the precision of the localizer (GPS).

As on-going work, we have two avenues:
•  First we are currently developing a mobile collaborative game in order to show the

generality of the interaction techniques of the MAGIC platform ("clickable reality"
and "augmented field"). The game is based on the technique of barter, the mobile
players discovering and exchanging between them physical objects that are
augmented by magical power. Again scenarios of the game without the system and
scenarios of how the game could be with the system ("projected scenarios") are
being developed.

•  Our second research avenue is methodological. During the design of the MAGIC
platform, the applied design method underlined the central role of scenarios,
including scenarios of actual activity as well as scenarios of future activity using
the system. Additionally from the functions of the scenarios of future activity, we
designed interaction techniques and their software design based on software
patterns. We would like to extend this approach by establishing links between the
scenarios and the software patterns. As shown in our previous work [17],
ergonomic properties can be linked to software patterns. By tagging each scenario
using ergonomic properties, we can, by association, establish links between
scenarios and software patterns. Our work will complement the recent study by [2]
where usability scenarios are linked to architectural mechanisms for the design of
graphical user interfaces on a desktop computer. Our work is complementary
because it considers the design of mobile collaborative AR systems. This study
when completed will lead to a design method where scenarios are central and
common materials for all the phases of the ergonomic design as well as the
software design and implementation.
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