Conference Report

Workshop on Visualisation for e-Science, NeSC, Edinburgh, 23-24 January 2003

Organisers: 


Ken Brodlie (Leeds), John Brooke (Manchester)

Attendees & Report by:
Sam Gould, Marc Molinari

Aims of the meeting:

· Gain shared awareness of visualisation issues

· Evolve common principles and practices

· To set out visualisation research agenda for UK e-Science

Present: ca. 30 people from e-Science projects and others (science, commercial and information science)

Keynote address: Terry Hewitt, Head of Supercomputing, Visualisation and e-Science, Manchester:
“Visualisation on the Grid” -  see also printout

· Brief history of visualisation

· Difference between presentation and visualisation

· Original aim of AVS: computational steering

· Sample Steering systems: VASE, GRASPARC, [VisAD], COVISE, AVS/Express, SCIRun
(whereas SCIRun re-invents previous software)

· Collaborative work: Should be done via Access Grid (implementations)

· Teach undergraduates visualisation (not Excel graphics)

· Q: Gino (Graphical subroutine library)

Project Overviews

Reality Grid by Stephen Pickles

· 50 people, 12 organisations

· material science oriented, large amounts of data in short amount of time

· computational steering – simultaneous online simulations allowing scientists to use intuition

· stretch performance envelope

· interoperability problems – list of incompatible software

· problems with large surfaces and AVS

· good work with VTK, however, required changes to mouse driver (for steering)

· using UNICORE

· successful with VizServer

· Q: How to expose Vis Systems as OGSA services?

· Q: Web-based portals necessary for accessing Grid services?

· Q: Is traditional Vis pipeline too restrictive?

Comb-e-Chem by Sue Lewis

· Combinatorial chemistry

· Experiment design ( analysing statistical data

Geodise & GEM & G-Yacht by Marc Molinari

· slides in Vis. folder on Shared drive

· How is Visualisation done on the Grid?

· What data transfer mechanisms?; Where does data get stored?; Which formats / open standards?

· Software technology (Java, XML, …)?

· Server / Client infrastructure?; How can user interaction take place?; Is collaborative work possible?
gViz by Jason Woods

· visualisation middleware

· grid-enabling NAG’s IRIS Explorer / pV3

· data & geometry compression

· Aim: IRIS Explorer distributed across the Grid

· Lots of graphs of client/server architecture (ask Sam or Marc)

· “Pollution demonstrator”

· Most of the work uses “collaboration server” 

· GVizlib Library

· Future: gViz Web-Service? gViz Web devlopment? Data compression important.

e-Demand by Stuart Charters

· Starting (PhD) project

· Distributed visualisation architecture

· Advanced 3D display system auto-stereo, Philips & Sharp

· Secure visualisation using secure service-based Grid architecture

iX Grid & Op3D-Grid Projects by Nigel W John

iX Grid

· collaborator: ixImaging

· medical background

· DICOM – standard data format for medical data

· Uses Python as “glue” and SWIG (simplified wrapper and interface generator)

· ITK functions

Op3D Grid

· grid-enabled surgical visualisation

· uses OpenGL VizServer (SGI product), “Visual Area Networking”
CosmoGrid by Andrew Usher

· Combine national supercomputers to form National Cosmology Grid

· SGI VizServer, shared mouse, 16 users; problems with firewall

· Used VTK: GUI elements build with Qt widgets

· Future: collaborative Visualisation, Globus interface, MPI-C2

Climateprediction.Net by Jeremy Walton
· climate forecasting on distributed home computers

· prototyped in IRIS Explorer, but too big to download

· realised with Coin, free (LGPL) clone of OpenInventor, C++ API for 3D graphics

Visualizing Scholarly Discourse in e-Science by Simon Buckingham Shum

· ClaiMaker – visualises argumentation

· Compendium – visual mapping of meetings / discussions / domains

DAME: A distributed diagnostics environment for maintenance by Tom Jackson (York Univ.)

· DAME: Distributed Aircraft Maintenance Environment (York, Oxford, Sheffield, Leeds, RR)

· Note: Tom was more looking for ready-to-use browser-based visualisation. Disappointed that there are no real solutions available at present.

· Grid challenges: Management of large, distributed, heterogeneous data & resources; rapid data tuning

· Visualisation requirements:

· Collaborative visualisation (via browser)

· Integration with commercial modelling tools (Matrix-X and Matlab)

· Merging/ fusing data for viewing

· Desktop conferencing

· Security issues 

· Useful platform for demonstrating

Talks:
Computer Science innovation in RealityGrid by John Brooke
· “Visualisation Engines are different from computational engines”

· componentize current scientific codes

· Issues of synchronicity and data flow

· Fast track: use UNICORE to deploy technology quickly.
· Deep track: Refine code (componentization)

· Where to? ( Vis Webservice ???

· Mentioning of parallel visualisation – the higher the visualisation complexity, the lower the parallel complexity.

· Access Grid for visualisation?

· OGSA: UK e-Science recommended routes:

· Globus 2.0 mapping into GT 3; preserve those interfaces

· Via use of web services since OGSA is an extension of web services


· Semantic Grid: necessary for identifying resources

XML for Visualisation by David Duce (Oxford Brookes)
· Modular Visualisation Environment (MVE)

· [some figures…]
· Visual Beans / better working with coarser components

· Cannot necessarily own all the data, possibility of merging own with other data should be provided

· XML:

· As data input to visualisation system or exchanged between parts of application

· Visual representation generated

· Visualisation application

· Possibility to record history of project, such as collaborators, types of visualisation applications

· Mentioning of UCAR, NETCDF, NcML, NCSA, XDF – extensible data format

· Binary files: BinX as part of OGSA-DAI, expresses structure in XML
· Issues: How generic is it? How useful is XDF, netCDF, etc.

· SVG and X3D example
· Vis systems have proprietary representation (translation with e.g. IRIS Explorer map file?).
· GRASPARC (Comp. Steering system from 1993)

· Issues:

· What web technology?

· How close to business processes are scientific processes?

· Which interaction model do we adopt?

· What services should be defined? What granularity?

Formation of Working Groups
Questions:

· What problems do you need solving?

· Are there current resources available to solve these?

· How to coordinate UK activity on visualisation?

· What is the Globus for visualisation?

· What is the Google for visualisation?

· Common problems / principles / overlaps?

· Report: Identify 5 key issues in your area. What is needed to solve these?

(1) Architecture
· don’t see portal as practical

· best that can be done: batch mode for movies and jpeg. VRML? Java 3D?

· OGSA Visualisation Library: seems viable, desirable, grid services rather than web services.

· Issues:

· Vizier – body/group/person ( OGSA

· Security – portals, collaboration

· Access Grid integration

· Collaboration – can we learn from P2P?

· “Semantic searches”

· Notion of “group” is not represented in GSI but fundamental to collaborative work

· Why is Access Grid built on different technologies

· Google: “Here is my data – show me the pressure.”

(2) Data Standards

· we need standards

· Issues:

· Ontology – meaning of differing/same words in same/differing context

· Authority for a standard

· Wider Visualisation – tools for other tools

· Googus – toolkit approach which is higher than Middleware but not a complete application

· Google – idiot level interface for end users; requires a common language for description of services

(3) Advanced Interfaces
· Issues:

· All about interactivity (synchronization, protocols, bandwidth, …)

· Human issues – using the new devices

· Quality of Service – high refresh rates

· Heterogeneity – bringing diversity together (diff. physical devices, effective large scale computing)

· Resource issues – logical vs physical rendering; not having a device

· There need to be standards for devices
interfacing peripherals, colour standards, MPEG7, XML, CORBA

· Semantic layer is needed, ontology; e.g. XML translator

(4) Human Issues

· Issues: very unclear as Compendium was used for recording workgroup session.

· Visual literacy – do students know about good visualisation methods?
· Ontology

· Interoperability

(5) Large Data Sets, Visualisation, Area Networking, Computational Steering

· Issues:

· Data formats present barrier to interoperability (BinX a solution?)

· Rendering step is a bottle neck – Need for parallelization without specialised display hardware

· Scheduling of resources – co-allocation with vis. Resources; for human convenience (9:00-17:00 computational steering possible)

· Steering using visualisation directly – currently: visualisation separate from changing parameters; would like: change simulation parameters in visualisation.
Need for batch & analysis modes in visualisation tools.
· Compression of data – ViZServer SGI specific; Chromium more general solution? BinX for Raw data.

Short / Medium / Long term goals
WG1: (S=12 month)

S: Vizier – next level of organization, Visualisation/Access Grid integration


M: Composable Vis services (OGSA) deployable supporting co-allocation of resources.

    Teaching visualisation.


L: Semantic searches

WG2: (S=1-2 weeks)

S: Steering Committee to build community. Involve users.


M: Take it to GGF (Ontology, XML spec)


L: Put it into practice – Toolkit

WG3:
S: Community building; Repository of resources, materials


M: GGF Visualisation Working Group; W3C


L: Standardise advanced interfaces for lots of platforms

WG4:
S: Vizier – a portal, network, organisation, GGF group


M: Teach visualisation (visual literacy)


L: Present in key strategic groups (GGF, RC)

WG5:
S: Scheduling of resources / co-allocation

M: Data standards / interoperability


L: Enable data flow in both directions

Notes:

Note (mm): Swing creates nice interfaces, which look the same on Win & Lin
Note (sgg): Alternative to VizServer would be Chromium (free, non-collaborative, non-SGI 

hardware)

Note (sgg): Interaction with Visualisation is limited within Modular Visualisation Environments 
(MVE’s), i.e. AVS, IRIS Explorer, …
Note (mm): Look up Eurographics

Grid Computing


- Globus / Unicore





Web Service & Semantic Web:�SOAP, WSDL, UDDI
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