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1 Introduction
In many multiagent systems, agents can improve their performance by forming
coalitions, i.e., pooling their efforts and resources so as to achieve the tasks at
hand in a more efficient way. This holds both for cooperative agents, i.e., agents
who share a common set of goals, and for selfish agents who only care about their
own payoffs. For cooperative agents, to find the optimal collaboration pattern,
it suffices to identify the best way of splitting agents into teams. In contrast,
when the agents are selfish, we also have to specify how to distribute the gains
from cooperation, since each agent needs to be incentivized to participate in the
proposed solution.

In this chapter, we discuss coalition formation in multiagent systems for both
selfish and cooperative agents. To deal with selfish agents, we introduce classic
solution concepts of coalitional game theory that capture the notions of stability
and fairness in coalition formation settings. We then give an overview of existing
representation formalisms for coalitional games. For each such formalism, we
discuss the complexity of computing the solution concepts defined earlier in the
chapter, focusing on algorithms whose running time is polynomial in the number
of agents n. In the second half of the chapter, we focus on practical approaches for
finding an optimal partition of agents into teams. We present the state-of-the-art
algorithms for this problem, and compare their relative strengths and weaknesses.

∗The first two authors have contributed equally to the chapter.
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1.1 Coalitional Games: A Bird’s Eye View
The goal of the coalition formation process is to split the set of agents – or play-
ers – into disjoint teams, or coalitions: a partition of the set of agents into coali-
tions is called a coalition structure.1 Once a coalition structure forms, each coali-
tion chooses its action in a way that results in payoffs to its members. Coalitional
games provide a formal model of coalition formation scenarios. They are usu-
ally classified according to two orthogonal dimensions: (1) whether agents can
make payments to each other and (2) whether the payoff that a coalition obtains
by choosing a particular action depends on the actions of other coalitions. We will
now discuss this classification in more detail.

In some settings modeled by coalitional games, all agents have comparable
utilities and can commit to monetary transfers among the members of a coalition.
Whenever this is the case, we can simply assume that the coalitional action gen-
erates a single payoff, which is subsequently shared among the members of the
coalition; this payoff is referred to as the value of this coalition. Such games are
known as transferable utility games, or TU games. However, sometimes agents
cannot make side payments to each other, either because their payoffs from the
coalitional action are non-monetary in nature, or because there is no suitable in-
frastructure to transfer the money.

Example 8.1 If several researchers from different universities write a joint paper,
each researcher receives a payoff from its own university: the paper can count
toward promotion or tenure, receive an internal prize, or, sometimes, be rewarded
with a monetary bonus. However, these payoffs are allocated to individual re-
searchers, and, with the exception of a bonus payment, cannot be transferred from
one researcher to another.

The settings similar to the one in Example 8.1 are modeled by assuming that each
coalitional action corresponds to a vector of payoffs – one for each member of
the coalition. Games represented in this manner are known as games with non-
transferable utility, or NTU games.

It is important to note that in NTU settings two coalitional actions may be
incomparable. For instance, consider the 2-player coalition {a1,a2} that chooses
between actions x and y. Suppose that whenever the players choose x, player
a1 gets a payoff of 5, whereas player a2 gets a payoff of 1; on the other hand,
if players choose y, player a1 gets 2 and player a2 gets 7. Obviously, player
a1 prefers x to y, even though action y has a higher total utility, whereas player
a2 prefers y to x. In contrast, in TU games, all players prefer the action(s) that
result(s) in the highest sum of payoffs, as they can distribute the total payoff so

1Recently, games with overlapping coalitions have also been considered; see, e.g. [12].
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that everyone is better off. This intracoalitional competition makes NTU games
more difficult to analyze, which may explain why TU games received much more
attention in the multiagent literature. We will follow this trend, and for the rest of
the chapter focus on TU games only.

Now, in each of the examples considered so far, the payoffs that each coalition
could attain were determined by the identities and actions of the coalition mem-
bers. However, there are cases where a coalition’s productivity also depends on
the coalition structure that it is a part of, i.e., it may be influenced by the actions of
non-members. This is the case, for instance, in market-like environments, where
each coalition provides a service, and the payment it can charge for its service de-
pends on the competition it faces. While this phenomenon can be observed both
in TU and in NTU settings, traditionally, it has been studied in the transferable
utility model only. Transferable utility games where the value of each coalition
may depend on the coalition structure it appears in are known as partition func-
tion games [37]. On the other hand, games where the value of each coalition is
the same in every coalition structure are known as characteristic function games.
Clearly, characteristic function games form a proper subclass of partition function
games, and tend to be much easier to work with. Thus, from now on, we will
further restrict our attention to characteristic function games.

2 Definitions
In this section, we will formally define characteristic function games as well as
several important subclasses of these games.

Definition 8.1 A characteristic function game G is given by a pair (A,v), where
A = {a1, . . . ,an} is a finite set of players, or agents, and v : 2A→R is a character-
istic function, which maps each subset, or coalition, of agents C to a real number
v(C). This number is referred to as the value of the coalition C.

We remark that we can represent a characteristic function game by explicitly
listing all coalitions together with their values; the size of this naive representation
is exponential in n. However, in practice we are usually interested in games that
admit a succinct representation and can be analyzed in time polynomial in n. A
number of such representations have been considered in the literature; we will
discuss some of them in Section 4.

We will now present two examples of characteristic function games.

Example 8.2 Charlie (C), Marcie (M), and Pattie (P) want to pool their savings
to buy ice cream. Charlie has c dollars, Marcie has m dollars, Pattie has p dollars,
and the ice cream packs come in three different sizes: (1) 500g which costs $7,
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(2) 750g which costs $9, and (3) 1000g which costs $11. The children value
ice cream, and assign no utility to money. Thus, the value of each coalition is
determined by how much ice cream it can buy.

This situation corresponds to a characteristic function game with the set of
players A = {C,M,P}. For c = 3, m = 4, p = 5, its characteristic function v is
given by v( /0) = 0, v({C}) = v({M}) = v({P}) = 0, v({C,M}) = v({C,P}) = 500,
v({M,P}) = 750, v({C,M,P}) = 1000. For c = 8, m = 8, p = 1, its characteristic
function v is given by v( /0) = 0, v({C}) = v({M}) = 500, v({P}) = 0, v({C,P}) =
v({M,P}) = 750, v({C,M}) = 1250, v({C,M,P}) = 1250.

Example 8.3 A fictional country X has a 101-member parliament, where each
representative belongs to one of the four parties: Liberal (L), Moderate (M),
Conservative (C), or Green (G). The Liberal party has 40 representatives, the
Moderate party has 22 representatives, the Conservative party has 30 representa-
tives, and the Green party has 9 representatives. The parliament needs to decide
how to allocate $1 billion of discretionary spending, and each party has its own
preferred way of using this money. The decision is made by a simple majority
vote, and we assume that all representatives vote along the party lines. Parties
can form coalitions; a coalition has value $1 billion if it can win the budget vote
no matter what the other parties do, and value 0 otherwise.

This situation can be modeled as a 4-player characteristic function game,
where the set of players in A = {L,M,C,G} and the characteristic function v
is given by

v(C) =

{
0 if |C| ≤ 1, or |C|= 2 and G ∈C
109 otherwise.

It is usually assumed that the value of the empty coalition /0 is 0, i.e., v( /0) = 0.
Moreover, it is often the case that the value of each coalition is non-negative (i.e.,
agents form coalitions to make a profit), or else that the value of each coalition is
non-positive (i.e., agents form coalitions to share costs). Throughout this chapter,
we will mostly focus on the former scenario, i.e., we assume that v(C)≥ 0 for all
C ⊆ A. However, all our definitions and results can be easily adapted to the latter
scenario.

2.1 Outcomes
An outcome of a characteristic function game consists of two parts: (1) a partition
of players into coalitions, and (2) a payoff vector, which distributes the value of
each coalition among its members.

Formally, a coalition structure over A is a collection of non-empty coalitions
CS = {C1, . . . ,C|CS|} such that
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• ⋃|CS|
j=1C j = A, and

• Ci∩C j = /0 for any i, j = 1, . . . , |CS| such that i 6= j.

We will denote the space of all coalition structures over A by PA. Also, given
a coalition structure CS = {C1, . . . ,C|CS|} ∈ PA, we will say that a vector x =
(x1, . . . ,xn) is a payoff vector for CS, where xi specifies the payoff of ai in CS, if

• xi ≥ 0 for all i = 1, . . . ,n, and

• ∑i:ai∈C j xi = v(C j) for any j = 1, . . . , |CS|.

Definition 8.2 Given a characteristic function game G = (A,v), an outcome of G
is a pair (CS,x), where CS ∈ PA and x is a payoff vector for CS.

A payoff vector x for a coalition structure CS∈PA is said to be an imputation if
it satisfies the individual rationality condition, i.e., xi ≥ v({ai}) for each ai ∈ A. If
a payoff vector is an imputation, each player weakly prefers being in the coalition
structure to being on its own. Now, of course, players may still find it profitable to
deviate as a group; we will discuss the issue of stability against group deviations
in Section 3. However, before we do that, let us consider a few important classes
of characteristic function games, and discuss the relationship among them.

2.2 Subclasses of Characteristic Function Games
We will now define four important subclasses of coalitional games: monotone
games, superadditive games, convex games, and simple games.

2.2.1 Monotone Games

Usually, adding an agent to an existing coalition can only increase the overall pro-
ductivity of this coalition; games with this property are called monotone games.

Definition 8.3 A characteristic function game G = (A,v) is said to be monotone
if v(C′)≤ v(C′′) for every pair of coalitions C′,C′′ ⊆ A such that C′ ⊆C′′.

2.2.2 Superadditive Games

A stronger property, which is also enjoyed by many practically useful games, is
superadditivity: in a superadditive game, it is always profitable for two groups of
players to join forces.

Definition 8.4 A characteristic function game G = (A,v) is said to be superaddi-
tive if v(C′∪C′′)≥ v(C′)+ v(C′′) for every pair of disjoint coalitions C′,C′′ ⊆ A.
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Since we have assumed that the value of each coalition is non-negative, su-
peradditivity implies monotonicity: if a game G = (A,v) is superadditive, and
C′ ⊆C′′, then v(C′) ≤ v(C′′)− v(C′′ \C′) ≤ v(C′′). However, the converse is not
necessarily true: consider, for instance, a game where the value of the character-
istic function grows logarithmically with the coalition size, i.e., v(C′) = log |C′|.

In superadditive games, there is no compelling reason for agents to form a
coalition structure consisting of multiple coalitions: the agents can earn at least
as much profit by forming the grand coalition, i.e., the coalition that contains all
agents. Therefore, for superadditive games it is usually assumed that the agents
form the grand coalition, i.e., the outcome of a superadditive game is of the form
({A},x) where x satisfies ∑

n
i=1 xi = v(A). Conventionally, {A} is omitted from

the notation, i.e., an outcome of a superadditive game is identified with a payoff
vector for the grand coalition.

2.2.3 Convex Games

The superadditivity property places a restriction on the behavior of the charac-
teristic function v on disjoint coalitions. By placing a similar restriction on v’s
behavior on non-disjoint coalitions, we obtain the class of convex games.

Definition 8.5 A characteristic function game G = (A,v) is said to be convex if
v(C∪C′)+ v(C∩C′)≥ v(C)+ v(C′) for every pair of coalitions C,C′ ⊆ A.

Convex games have a very intuitive characterization in terms of players’
marginal contributions: in a convex game, a player is more useful when it joins a
bigger coalition.

Proposition 8.1 A characteristic function game G = (A,v) is convex if and only
if for every pair of coalitions C′,C′′ such that C′ ⊂C′′ and every player ai ∈ A\C′′

it holds that v(C′′∪{ai})− v(C′′)≥ v(C′∪{ai})− v(C′).

Proof. For the “only if” direction, assume that G = (A,v) is convex, and consider
two coalitions C′,C′′ such that C′ ⊂C′′ ⊂ A and a player ai ∈ A \C′′. By setting
X =C′′, Y =C′∪{ai}, we obtain

v(C′′∪{ai})−v(C′′) = v(X ∪y)−v(X)≥ v(Y )−v(X ∩Y ) = v(C′∪{ai})−v(C′),

which is exactly what we need to prove.
The “if” direction can be proved by induction on the size of X \Y ; we leave

the proof as an exercise for the reader.

Any convex game is necessarily superadditive: if a game G = (A,v) is convex,
and C′ and C′′ are two disjoint subsets of A, then we have v(C′ ∪C′′) ≥ v(C′)+
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v(C′′)− v(C′∩C′′) = v(C′)+ v(C′′) (here we use our assumption that v( /0) = 0).
To see that the converse is not always true, consider a game G = (A,v), where
A = {a1,a2,a3}, and v(C) = 1 if |C| ≥ 2 and v(C) = 0 otherwise. It is easy to
check that this game is superadditive. On the other hand, for C′ = {a1,a2} and
C′′ = {a2,a3}, we have v(C′) = v(C′′) = 1, v(C′∪C′′) = 1, v(C′∩C′′) = 0.

2.2.4 Simple Games

Another well-studied class of coalitional games is that of simple games: a game
G = (A,v) is said to be a simple game if it is monotone and the characteristic func-
tion only takes values 0 and 1, i.e., v(C) ∈ {0,1} for every C ⊆ A. For instance,
the game in Example 8.3 becomes a simple game if we rescale the payoffs so that
they become 0 and 1 (instead of 0 and 109). In a simple game, coalitions of value 1
are said to be winning, and coalitions of value 0 are said to be losing. Such games
model situations where there is a task to be completed: a coalition is labeled as
winning if and only if it can complete the task.

Note that simple games are superadditive if and only if the complement of
each winning coalition is losing. Clearly, there exist simple games that are not
superadditive. Nevertheless, it is usually assumed that the outcome of a simple
game is a payoff vector for the grand coalition, just as in superadditive games.

3 Solution Concepts
Any partition of agents into coalitions and any payoff vector that respects this par-
tition correspond to an outcome of a characteristic function game. However, not
all outcomes are equally desirable. For instance, if all agents contribute equally
to the value of a coalition, a payoff vector that allocates the entire payoff to one
of the agents is less appealing than the one that shares the profits equally among
all agents. Similarly, an outcome that incentivizes all agents to work together is
preferable to an outcome that some of the agents want to deviate from.

More broadly, one can evaluate the outcomes according to two sets of criteria:
(1) fairness, i.e., how well each agent’s payoff reflects its contribution, and (2) sta-
bility, i.e., what the incentives are for the agents to stay in the coalition structure.
These two sets of criteria give rise to two families of payoff division schemes, or
solution concepts. We will now discuss each of them in turn.

3.1 Shapley Value
The best-known solution concept that aims to capture the notion of fairness in
characteristic function games is the Shapley value [64]. The Shapley value is
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usually defined for superadditive games. As argued above, for such games an
outcome can be identified with a payoff vector for the grand coalition, i.e., the
Shapley value prescribes how to share the value of the grand coalition in a fair
way.

To present the formal definition of the Shapley value, we need some additional
notation. Given a characteristic function game G = (A,v), let ΠA denote the set of
all permutations of A, i.e., one-to-one mappings from A to itself. Given a permuta-
tion π ∈ΠA, we denote by Cπ(ai) the coalition that consists of all predecessors of
ai in π, i.e., we set Cπ(ai) = {a j ∈ A | π(a j)< π(ai)}. The marginal contribution
of an agent ai with respect to a permutation π in a game G = (A,v) is denoted by
∆G

π (ai) and is given by

∆
G
π (ai) = v(Cπ(ai)∪{ai})− v(Cπ(ai));

this quantity measures by how much ai increases the value of the coalition con-
sisting of its predecessors in π when it joins them. Informally, the Shapley value
of a player ai is its average marginal contribution, where the average is taken over
all permutations of A. More formally, we have the following definition.

Definition 8.6 Given a characteristic function game G=(A,v), the Shapley value
of a player ai ∈ A is denoted by ϕi(G) and is given by

ϕi(G) =
1
n! ∑

π∈ΠA

∆
G
π (ai).

The Shapley value has many attractive properties. In what follows, we list four
of them; the proofs of Propositions 8.2–8.5 are left as an exercise for the reader.

First, the Shapley value is efficient, i.e., it distributes the value of the grand
coalition among all agents.

Proposition 8.2 For any characteristic function game G = (A,v), we have
∑

n
i=1 ϕi(G) = v(A).

Second, the Shapley value does not allocate any payoffs to players who do
not contribute to any coalition. Formally, given a characteristic function game
G = (A,v), a player ai ∈ A is said to be a dummy if v(C) = v(C∪{ai}) for every
C ⊆ A. It is not hard to see that the Shapley value of a dummy player is 0.

Proposition 8.3 If a player ai ∈ A is a dummy in a characteristic function game
G, then ϕi(G) = 0.

Third, if two players contribute equally to each coalition, then their Shapley
values are equal. Formally, given a characteristic function game G = (A,v), we
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say that players ai and a j are symmetric in G if v(C∪{ai}) = v(C∪{a j}) for every
coalition C ⊆ A\{ai,a j}. It turns out that symmetric players have equal Shapley
values.

Proposition 8.4 If players ai and a j are symmetric in a characteristic function
game G, then ϕi(G) = ϕ j(G).

Finally, consider a group of players A that is involved in two coalitional games
G′ and G′′, i.e., G′ = (A,v′), G′′ = (A,v′′). The sum of G′ and G′′ is a coalitional
game G+ = G′+G′′ given by G+ = (A,v+), where for every coalition C ⊆ A we
have v+(C) = v′(C) + v′′(C). It can easily be seen that the Shapley value of a
player ai in G+ is the sum of its Shapley values in G′ and G′′.

Proposition 8.5 Consider two characteristic function games G′ = (A,v) and
G′′ = (A,v) over the same set of players A. Then for any player ai ∈ A we have
ϕi(G′+G′′) = ϕi(G′)+ϕi(G′′).

To summarize, we have argued that the Shapley value possesses four desirable
properties:

(1) Efficiency: all the profit earned by the agents in the grand coalitions is dis-
tributed among them;

(2) Null player: players with zero marginal contributions to all coalitions re-
ceive zero payoff;

(3) Symmetry: all players that have the same marginal contribution to all coali-
tions receive the same payoff;

(4) Additivity: ϕi(G′+G′′) = ϕi(G′)+ϕi(G′′) for all ai ∈ A.

Interestingly, the Shapley value is the only payoff division scheme that has these
four properties simultaneously [64]. In other words, if we view properties (1)–(4)
as axioms, then these axioms characterize the Shapley value.

3.2 Banzhaf Index
Another solution concept that is motivated by fairness considerations is the
Banzhaf index [7]. The difference between the Shapley value and the Banzhaf
index can be described in terms of the underlying coalition formation model: the
Shapley value measures the agent’s expected marginal contribution if agents join
the coalition one by one in a random order, whereas the Banzhaf index measures
the agent’s expected marginal contribution if each agent decides whether to join
the coalition independently with probability 1/2. This intuition is formally cap-
tured by the following definition.
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Definition 8.7 Given a characteristic function game G = (A,v), the Banzhaf in-
dex of a player i ∈ A is denoted by βi(G) and is given by

βi(G) =
1

2n−1 ∑
C⊆A\{ai}

[v(C∪{ai})− v(C)].

It is not hard to verify that the Banzhaf index satisfies properties (2), (3), and (4)
in the list above. However, it does not satisfy property (1), i.e., efficiency.

Example 8.4 Consider a characteristic function game G=(A,v), where v(A)= 1
and v(C) = 0 for every C ⊂ A. We have ϕi(G) = 1

n , βi(G) = 1
2n−1 for each ai ∈ A.

Since efficiency is a very desirable property of a payoff distribution scheme, some
researchers also consider the normalized Banzhaf index ηi(G), which is defined
as

ηi(G) =
βi(G)

∑i∈A βi(G)
.

While this version of the Banzhaf index satisfies efficiency, it loses the additivity
property.

3.3 Core
We have introduced two solution concepts that attempt to measure the agents’
marginal contribution. In contrast, the solution concepts considered in this and
subsequent sections are defined in terms of coalitional stability.

Consider a characteristic function game G = (A,v) and an outcome (CS,x) of
this game. Let x(C) denote the total payoff of a coalition C under a payoff vector x,
i.e., x(C) = ∑i:ai∈C xi. Now, if x(C)< v(C), then the agents in C have an incentive
to deviate since they could do better by abandoning CS and forming a coalition of
their own. For example, if the agents were to share the extra profit equally among
themselves, every agent ai ∈C would receive a payoff of xi +

v(C)−x(C)
|C| instead of

xi. An outcome where no subset of agents has an incentive to deviate is called
stable, and the set of all such outcomes is called the core of G [29].

Definition 8.8 The core of a characteristic function game G = (A,v) is the set of
all outcomes (CS,x) such that x(C)≥ v(C) for any C ⊆ A.

In a superadditive game, the outcomes are payoff vectors for the grand coali-
tion, so for such games the core can be defined as the set of all vectors x that
satisfy: (1) xi ≥ 0 for all ai ∈ A, (2) x(A) = v(A), and (3) x(C) ≥ v(C) for all
C ⊆ A.

The outcomes in the core are stable and therefore they are more likely to arise
when a coalitional game is played. However, some games have empty cores.
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Example 8.5 Consider the game G = (A,v), where A = {a1,a2,a3}, v(C) = 1
if |C| ≥ 2 and v(C) = 0 otherwise. We claim that this game has an empty core.
Indeed, suppose that the core of G is non-empty. Since G is superadditive, its core
contains a vector x = (x1,x2,x3), where x1 ≥ 0, x2 ≥ 0, x3 ≥ 0, and x1 + x2 +
x3 = 1. The latter constraint implies that xi ≥ 1

3 for some ai ∈ A. But then for
C = A\{ai} we have v(C) = 1, x(C)≤ 2/3, which means that (x1,x2,x3) is not in
the core. This contradiction shows that the core of G is empty.

Observe that the set of all outcomes in the core of a superadditive game can
be characterized by the following linear feasibility program (LFP):

xi ≥ 0 for each ai ∈ A

∑
i:ai∈A

xi = v(A) (8.1)

∑
i:ai∈C

xi ≥ v(C) for each C ⊆ A

This LFP has 2n + n+ 1 constraints. Therefore, if we want to convert it into an
algorithm for checking non-emptiness of the core which runs in time polynomial
in n, we need an efficient separation oracle for this LFP. Recall that a separation
oracle for a linear (feasibility) program is a procedure that, given a candidate solu-
tion (x1, . . . ,xn), determines whether it is feasible, and, if not, outputs the violated
constraint. It is well-known that if a linear program over n variables admits a sep-
aration oracle that runs in time poly(n), then an optimal feasible solution can be
found in time poly(n) [62].

Now, the first n+1 constraints in our LFP are straightforward to check. There-
fore, the problem of checking non-emptiness of the core for superadditive games
can be reduced to checking whether a candidate solution satisfies the last 2n con-
straints, i.e., verifying whether a given outcome is in the core (and, if not, com-
puting the coalition that has an incentive to deviate). In general, checking whether
a given outcome is in the core and/or deciding whether the core is non-empty is
not easy: in Section 4, we will see examples of classes of coalitional games for
which these problems are NP-hard. However, we will now see that for some of the
classes of games discussed in Section 2.2, these problems are efficiently solvable.

3.3.1 The Core of Simple Games

Recall that for simple games it is standard to assume that the grand coalition
forms, even if the game is not superadditive. Under this assumption, it is easy
to characterize the outcomes in the core, and provide a simple criterion for check-
ing whether the game has a non-empty core.
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A player ai in a simple game G = (A,v) is said to be a veto player if v(C) =
0 for any C ⊆ A \ {ai}; since simple games are monotone, this is equivalent to
requiring that v(A \ {ai}) = 0. Observe that a game may have more than one
veto player: for instance, in the unanimity game, where v(A) = 1, v(C) = 0 for
any C ⊂ A, all players are veto players. We will now show that the only way to
achieve stability is to share the payoff among the veto players, if they exist.

Theorem 8.1 A simple game G = (A,v) has a non-empty core if and only if it has
a veto player. Moreover, an outcome (x1, . . . ,xn) is in the core of G if and only if
xi = 0 for any player ai who is not a veto player in G.

Proof. Suppose G has a veto player ai. Then the outcome x with xi = 1, x j = 0
for j 6= i is in the core: any coalition C that contains ai satisfies x(C) = 1≥ v(C),
whereas any coalition C′ that does not contain ai satisfies v(C′) = 0≤ x(C′).

Conversely, suppose that G does not have a veto player. Suppose for the sake
of contradiction that G has a non-empty core, and let x be an outcome in the core
of G. Since x(A) = 1, we have xi > 0 for some ai ∈ A, and hence x(A \ {ai}) =
1− xi < 1. However, since ai is not a veto player, we have v(A \ {ai}) = 1 >
x(A\{ai}), a contradiction with x being in the core.

The second statement of the theorem can be proved similarly.

The characterization of the outcomes in the core provided by Theorem 8.1
suggests a simple algorithm for checking if an outcome is in the core or deciding
non-emptiness of the core: it suffices to determine, for each player ai, whether it
is a veto player, i.e., to compute v(A\{ai}). Thus, if the characteristic function of
a simple game is efficiently computable, we can answer the core-related questions
in polynomial time.

We remark that if the simple game is not superadditive, and we use the more
general definition of an outcome, i.e., allow the players to form coalition struc-
tures, Theorem 8.1 no longer holds. Moreover, deciding whether an outcome is
in the core becomes computationally hard even for fairly simple representation
formalisms (see Section 4.1).

3.3.2 The Core of Convex Games

Convex games always have a non-empty core. We will now present a constructive
proof of this fact, i.e., show how to obtain an outcome in the core of a convex
game.

Theorem 8.2 If G = (A,v) is a convex game, then G has a non-empty core.
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Proof. Fix an arbitrary permutation π ∈ ΠA, and set xi = ∆G
π (ai). We claim that

(x1, . . . ,xn) is in the core of G.
Indeed, observe first that any convex game is monotone, so xi≥ 0 for all ai ∈A.

Moreover, we have ∑
n
i=1 xi = ∆G

π (a1) + · · ·+ ∆G
π (an) = v(A). Finally, suppose

for the sake of contradiction that we have v(C) > x(C) for some coalition C =
{ai1 , . . . .ais}. We can assume without loss of generality that π(ai1)≤ ·· · ≤ π(ais),
i.e., the members of C appear in π ordered as ai1 , . . . ,ais . We can write v(C) as

v(C) = v({ai1})− v( /0)+ v({ai1,ai2})− v({ai1})+ · · ·+ v(C)− v(C \{ais}).

Now, for each j = 1, . . . ,s, the supermodularity of v implies

v({ai1 , . . . ,ai j})− v({ai1, . . . ,ai j−1})≤ v({a1, . . . ,ai j})− v({a1, . . . ,ai j−1}) = xi j .

By adding up these inequalities, we obtain v(C)≤ x(C), i.e., coalition C does not
have an incentive to deviate, which is a contradiction.

Observe that the construction used in the proof of Theorem 8.2 immediately im-
plies that in a convex game the Shapley value is in the core: indeed, the Shapley
value is a convex combination of outcomes constructed in the proof of Theo-
rem 8.2, and the core can be shown to be a convex set. However, Theorem 8.2
does not, in general, enable us to check whether a given outcome of a convex
game is in the core of that game.

3.4 The Least Core

When a given game has an empty core, we may still be interested in finding “the
most stable” outcome. In this section, we explore solution concepts that are mo-
tivated by this idea. In what follows, we focus on superadditive games; however,
many of our definitions also apply to general characteristic function games.

In many situations, a coalition would prefer not to deviate if its gain from a
deviation is positive, but tiny. Therefore, we may view outcomes in which no
coalition can improve its welfare significantly as stable. This motivates the fol-
lowing definition.

Definition 8.9 An outcome x is said to be in the ε-core of a superadditive game
G for some ε ∈ R if x(C)≥ v(C)− ε for each C ⊆ A.

Of course, in practice we are usually interested in finding the smallest value of
ε such that the ε-core is non-empty. The corresponding ε-core is called the least
core of G [39]. More formally, we have the following definition.
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Definition 8.10 Given a superadditive game G, let

ε
∗(G) = inf{ε | ε-core of G is non-empty}.

The least core of G is its ε∗(G)-core. The quantity ε∗(G) is called the value of the
least core of G.

To see that the least core is always non-empty, observe that we can modify the
linear feasibility program (8.1) so as to obtain a linear program for the value of
the least core as well as a payoff vector in the least core. Specifically, we have

min ε subject to:
xi ≥ 0 for each ai ∈ A

∑
i:ai∈A

xi = v(I) (8.2)

∑
i:ai∈C

xi ≥ v(C)− ε for each C ⊆ A.

Clearly, if (ε,x1, . . . ,xn) is an optimal solution to this linear program, then ε is the
value of the least core and (x1, . . . ,xn) is an outcome in the least core. This shows
that we can compute the value of the least core of a superadditive game G as long
as we have an algorithm for checking if a given outcome is in the core of G (and,
if not, finding the deviating coalition).

Observe that if G has a non-empty core, it may happen that ε∗(G) < 0, in
which case the least core is a subset of the core. We remark, however, that some
authors require the value of the least core to be non-negative, i.e., they define the
least core as the smallest non-negative value of ε for which the ε-core is non-
empty. Under this definition, to compute the value of the least core we need to
add the constraint ε≥ 0 to the linear program (8.2).

3.5 Other Solution Concepts
Besides the Shapley value, the Banzhaf index, the core, and the least core, there
are several other solution concepts for characteristic function games. The most
prominent among them are the nucleolus, the kernel, and the bargaining set. We
will not be able to discuss them in full detail in this chapter due to space con-
straints; instead, we will provide a brief intuitive description of each of these
concepts. For a more comprehensive treatment, the interested reader is referred
to [47, 48].

The nucleolus [61] can be thought of as a refinement of the least core. Specif-
ically, the least core can be defined as the set of all payoff vectors that minimize
the maximum deficit d1 = max{v(C)− x(C) | C ⊆ A}. Now, among all payoff
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vectors in the least core, we can pick the ones that minimize the second highest
deficit d2 = max{v(C)− x(C) | C ⊆ A,v(C)− x(C) < d1}, and remove all other
payoff vectors. We can continue this procedure until the set of the surviving pay-
off vectors stabilizes. The resulting set can be shown to consist of a single payoff
vector: this payoff vector is known as the pre-nucleolus. If, at each step, we only
consider imputations (rather than arbitrary payoff vectors), we obtain the nucle-
olus. The nucleolus is an attractive solution concept, as it arguably identifies the
most stable outcome of a game. However, its formal definition involves an expo-
nentially long vector, and therefore the nucleolus is not easy to compute from the
first principles. However, some classes of games defined on combinatorial struc-
tures (see Section 4) admit efficient algorithms for computing the nucleolus: see,
e.g., [19, 26, 36].

The kernel [17] consists of all outcomes where no player can credibly demand
a fraction of another player’s payoff. Formally, for any player ai we define its
surplus over the player a j with respect to a payoff vector x as the quantity

suri, j(x) = max{v(C)− x(C) |C ⊆ A,ai ∈C,a j 6∈C}.

Intuitively, this is the amount that ai can earn without the cooperation of a j, by
asking a set C \ {ai} to join it in a deviation, and paying each player in C \ {ai}
what it used to be paid under x. Now, if suri, j(x) > sur j,i(x), player ai should
be able to demand a fraction of player a j’s payoff – unless player a j already
receives the smallest payment that satisfies the individual rationality condition,
i.e., v({a j}). Following this intuition, we say that an imputation x is in the
kernel of a superadditive game G if for any pair of players (ai,a j) we have ei-
ther: (1) suri, j(x) = sur j,i(x), or (2) suri, j(x)> sur j,i(x) and x j = v({a j}), or (3)
suri, j(x)< sur j,i(x) and xi = v({ai}).

The bargaining set [38] is defined similarly to the core. However, in contrast
to the definition of the core, we only take into account coalitional deviations that
are themselves stable, i.e., do not admit a counterdeviation. Consequently, the
bargaining set contains the core, and the containment is sometimes strict. In fact,
the bargaining set can be shown to contain the least core [22], which implies that
the bargaining set is guaranteed to be non-empty.

4 Representation Formalisms
It would be desirable to have a representation language that allows us to encode
all coalitional games so that the description size of each game is polynomial in
the number of agents n. However, a simple counting argument shows that no
representation formalism can encode each coalitional game using poly(n) bits;
this is true even if we restrict ourselves to simple games. Therefore, one needs
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to decide on a trade-off between expressiveness, i.e., the formalism’s ability to
encode many different games, and succinctness, i.e., the resulting description size.
For instance, one option is to choose a formalism that can only represent games
in a certain subclass of coalitional games, but guarantees that each game in this
class has a succinct encoding. Alternatively, one can choose a formalism that
can represent any coalitional game, but is only guaranteed to produce succinct
representation for games that have certain special properties.

In this chapter, we will discuss several formalisms for characteristic function
games. We start with restricted representation languages, i.e., formalisms that are
always succinct, but not fully expressive.

4.1 Weighted Voting Games
In a weighted voting game, each player has a certain weight, which encodes the
amount of resources available to this player. Further, there is a task that can be
accomplished by any coalition that has sufficient resources. If a coalition can ac-
complish the task, it earns a fixed payoff, which can be normalized to 1; otherwise,
it earns nothing. Formally, weighted voting games are defined as follows.

Definition 8.11 A weighted voting game G is given by a triple (A,w,q), where A
is the set of players, |A| = n, w = (w1, . . . ,wn) ∈ Rn is a vector of weights, and
q ∈R is a quota. The characteristic function v of a game G = (A,w,q) is given by
v(C) = 1 if ∑i:ai∈C wi ≥ q and v(C) = 0 otherwise.

It is usually assumed that all weights and the quota are integers given in binary; it
can be shown that this assumption can be made without loss of generality. Further,
most of the work on weighted voting games assumes that all weights are non-
negative; observe that in this case weighted voting games are simple games.

Weighted voting games are used to model decision making in voting bodies;
for instance, the game described in Example 8.3 is a weighted voting game with
quota q = 51 and weights 40, 22, 30, 9 for players L, M, C, G, respectively.
Indeed, the Shapley value and the Banzhaf index in such games are often viewed
as measures of a party’s voting power in a parliament and have therefore received
significant attention from political scientists. In such settings it is usually assumed
that the quota q is at least half of the players’ total weight; however, in general
task execution scenarios the quota q can take any value between 0 and ∑

n
i=1 wi.

It is important to note that a player’s power in a weighted voting game is not
necessarily proportional to its weight. Indeed, in Example 8.3, the Liberal party
and the Moderate party have the same Shapley value (namely, 1/3), even though
their weights differ by almost a factor of 2. Moreover, the Green party is a dummy
and thus its Shapley value is 0, even though it has a non-zero weight. Observe also
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that if we changed the quota to, say, q′ = 60, the balance of power would change:
for instance, we would have v({M,C}) = 0, but v({M,C,G}) = 1, so G would no
longer be a dummy.

4.1.1 Computational Issues

The complexity of computing fair and stable outcomes in weighted voting games
has received significant attention in the literature.

For instance, the complexity of determining the players’ Shapley values has
been analyzed by a variety of authors [21, 41, 50]. An easy reduction from the
SUBSET SUM problem shows that deciding whether a player is a dummy is coNP-
complete; this implies that deciding whether a player’s Shapley value is equal to
0 is coNP-complete as well. In fact, one can strengthen this result to show that
computing the Shapley value is #P-complete.

Fortunately, the situation is considerably less bleak if we can assume that all
weights are at most polynomial in the number of players n, or, equivalently, are
given in unary. Under this assumption, we would be satisfied with algorithms
whose running time is polynomial in n and the maximum weight, i.e., maxi:ai∈A wi.
It is not too hard to show that such algorithms do exist: a dynamic programming-
based approach has been described by Matsui and Matsui [40].

The same easiness and hardness results hold for the Banzhaf index: it is
#P-complete to compute when weights are given in binary, but admits an efficient
dynamic programming-based algorithm for small weights.

The core-related questions are easy to answer if we make the standard as-
sumption that the grand coalition always forms: indeed, since weighted voting
games are simple games, there is a stable way of dividing the payoffs of the grand
coalition if and only if the game has veto players. Now, determining if a player
ai is a veto player in a weighted voting game G = (A,w,q) is easy: it suffices to
check whether ∑ j:a j 6=ai w j ≥ q. This implies that there are polynomial-time algo-
rithms for checking if an outcome is in the core or determining whether the core
is non-empty.

However, if q < ∑
n
i=1 wi/2, then forming the grand coalition may be ineffi-

cient, and therefore there may exist stable outcomes in which the agents form
a non-trivial coalition structure. Indeed, consider the weighted voting game
G =

(
{a1,a2,a3,a4},(2,2,2,2),4

)
. This game does not have a veto player, and

therefore any outcome in which the grand coalition forms is not stable. On the
other hand, it is easy to see that the outcome ({{a1,a2},{a3,a4}},(1

2 ,
1
2 ,

1
2 ,

1
2)) is

stable: any winning coalition contains at least two players, and therefore its payoff
is at least 1.

Now, when arbitrary coalition structures are allowed, checking whether a sta-
ble outcome exists, or even whether a given outcome is stable, becomes difficult.
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Specifically, Elkind et al. [23] showed that that former problem is NP-hard, while
the latter problem is coNP-complete. On the positive side, they also showed that if
all weights are polynomially bounded, one can check in polynomial time whether
an outcome is in the core. It is currently open whether a similar easiness result
holds for the problem of checking the non-emptiness of the core; although it is
conjectured that this problem remains hard even for small weights [23].

Elkind et al. analyze the complexity of computing the value of the least core
and the nucleolus [24, 26]. Again, a familiar picture emerges: both problems
are hard when weights are given in binary, but easy when weights are given in
unary. Moreover, even for large weights, the value of the least core admits a fully
polynomial-time approximation scheme (FPTAS), i.e., an algorithm that, given a
weighted voting game G = (A,w,q) and a parameter δ, outputs a value ε′ that
satisfies ε≤ ε′ ≤ (1+δ)ε, where ε is the true value of the least core of G, and runs
in time that is polynomial in the number of players n, the maximum weight, and
1/δ.

4.1.2 Expressivity and Vector Weighted Voting Games

When all weights are non-negative, weighted voting games are simple games.
However, one may wonder if the converse is also true, i.e., whether given a
simple game G = (A,v) with |A| = n we can always find a vector of weights
w = {w1, . . . ,wn} and a quota q such that G is equivalent to the game (A,w,q),
i.e., for every C ⊆ A it holds that v(C) = 1 if and only if ∑i:ai∈C wi ≥ q.

It is not hard to show that the answer to this question is “no.” Indeed, consider
a simple game G = (A,v) with A = {a1,a2,a3,a4}, where a coalition is winning
if it contains both an even-numbered agent and an odd-numbered agent, or, in
symbols, v(C) = 1 if and only if C∩{a1,a3} 6= /0 and C∩{a2,a4} 6= /0. Suppose
that this game can be represented as a weighted voting game (A,w,q) for some
real weights and quota (note that we do not assume that the weights are positive or
rational). Since {a1,a2} and {a3,a4} are winning coalitions, we have w1+w2≥ q,
w3 +w4 ≥ q, and hence w1 +w2 +w3 +w4 ≥ 2q. On the other hand, {a1,a3} and
{a2,a4} are losing coalitions, so we have w1 +w3 < q, w2 +w4 < q, and hence
w1 +w2 +w3 +w4 < 2q. This contradiction shows that G is not equivalent to any
weighted voting game.

Interestingly, the game G discussed in the previous paragraph can be viewed
as an intersection of two weighted voting games: to win the first game, the coali-
tion must contain an odd-numbered player (this corresponds to the weighted vot-
ing game

(
A,(1,0,1,0),1

)
, whereas to win the second game, the coalition must

contain an even-numbered player (this corresponds to the weighted voting game(
A,(0,1,0,0),1

)
. To win the overall game, the coalition must win both of the

component games. Such games are known as vector weighted voting games, or
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k-weighted voting games, where k is the number of component games.

Definition 8.12 A game G = (A,v) with |A|= n is said to be a k-weighted voting
game for some k ∈ N if there exists a collection of k weighted voting games G1 =(
A,(w1

1, . . . ,w
1
n),q

1), . . . ,Gk =
(
A,(wk

1, . . . ,w
k
n),q

k) over the set of players A such
that v(C) = 1 if and only if ∑i:ai∈C w j

i ≥ q j for every j = 1, . . . ,k. The games
G1, . . . ,Gk are called the component games of G; we will write G = G1∧ . . .∧Gk.

Vector weighted voting games are widely used in practice: for instance, the
European Union decision-making system is a 27-player 3-weighted voting game,
where the three component games correspond to the commissioners, countries,
and population [9].

From the computational perspective, vector weighted voting games are similar
to the ordinary weighted voting games if k is bounded by a constant, but become
harder to deal with if k is viewed as part of the input: for instance, Elkind et
al. [27] show that deciding whether a player is a dummy in a k-weighted voting
game is coNP-complete even if all weights are in {0,1} (recall that, in contrast,
for weighted voting games this problem is easy as long as all weights are polyno-
mially bounded).

Now, we have seen that vector weighted voting games are more expressive
than weighted voting games; but are they fully expressive? We will now show
that the answer is “yes,” i.e., any simple game can be represented as a k-weighted
voting game for a suitable value of k; this holds even if all weights are required to
be in {0,1}.

Theorem 8.3 Any simple game G = (A,v) with |A| = n can be represented as
a k-weighted voting game G1 ∧ . . .∧Gk, where k ≤ 2n and all weights in each
component game are either 0 or 1.

Proof. Let C1, . . . ,Ck be the list of all losing coalitions in G. For each coalition
C j in this list, we construct a weighted voting game G j =

(
A,(w j

1, . . . ,w
j
n),q j

)
,

where q j = 1 and w j
i = 1 if ai 6∈C j, w j

i = 0 if ai ∈C j. Observe that a coalition C
is a winning coalition in G j if and only if it contains some agent ai ∈ A\C j.

We claim that G is equivalent to G′ = G1 ∧ . . .∧Gk. Indeed, if C ⊆ A is a
losing coalition in G, then C =C j for some j = 1, . . . ,k, and therefore C loses in
the corresponding component game and hence in G′. On the other hand, if C ⊆ A
is a winning coalition in G, then, by monotonicity, C is not contained in any losing
coalition, i.e., for any coalition C j in our list we have C \C j 6= /0 and hence C is
a winning coalition in C j. Since this holds for any j = 1, . . . ,k, C is a winning
coalition in G′. To complete the proof, it remains to observe that k ≤ 2n.
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The minimum number of component games in the representation of a given
simple game G as a weighted voting game is called the dimension of G. Theo-
rem 8.3 shows that the dimension of any simple n-player game G does not exceed
2n; on the other hand, there are explicit constructions of simple games whose di-
mension is exponential in the number of players [69]. Thus, vector weighted vot-
ing games are universally expressive for the class of all simple games, but are only
succinct for some of the games in this class (namely, the games with polynomi-
ally small dimension, which includes all weighted voting games). This situation is
typical of the universally expressive representation formalisms; we will see some
further examples in Section 4.3.

4.2 Combinatorial Optimization Games

Several classes of cooperative games that have been studied in the operations
research and theoretical computer science community are defined via a combi-
natorial structure, such as, for example, a graph. The value of each coalition
is obtained by solving a combinatorial optimization problem on the substructure
that corresponds to this coalition. We will refer to such games as combinatorial
optimization games. Just like weighted voting games, such representations are
succinct, but not complete. An excellent (though somewhat outdated) survey of
combinatorial optimization games can be found in [10]. In this section, we give
several examples of the games in this family.

4.2.1 Induced Subgraph Games

In induced subgraph games [21], players are vertices of a weighted graph, and
the value of a coalition is the total weight of its internal edges. It can be checked
that if all weights are non-negative, this game is convex and therefore has a non-
empty core. However, if we allow negative weights, the core may be empty, and,
moreover, checking whether an outcome is in the core becomes coNP-complete.
In contrast, the Shapley value in this game is easy to compute even if the weights
can be negative: the Shapley value of a vertex x is half of the total weight of the
edges that are incident to x.

4.2.2 Network Flow Games

In network flow games [33, 34], the players are edges of a network with a source
and a sink. Each edge has a positive integer capacity, indicating how much flow it
can carry. The value of a coalition C is the maximum amount of flow that can be
sent from the source to the sink using the edges in C only. Various stability-related
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solution concepts for this class of games were studied in [31] and subsequently
in [19].

One can also consider a variant of network flow games where the value of a
coalition is 1 if it can carry at least k units of flow from the source to the sink, and
0 otherwise. Such games are called threshold network flow games, and have been
studied in [6] and subsequently in [2].

4.2.3 Matching and Assignment Games

In assignment games [65], agents are vertices of a weighted bipartite graph. The
value of each coalition is the size of its maximum-weight induced matching.
Matching games [20] are a generalization of assignment games, where the graph
is not required to be bipartite. The complexity of the core, the least core, and the
nucleolus in these games has been studied in [36, 68].

4.3 Complete Representation Languages
In this section, we will discuss four representation formalisms for coalitional
games that are complete, i.e., can be used to describe any coalitional game.

4.3.1 Marginal Contribution Nets

Marginal contribution nets, or MC-nets [32], is a rule-based representation; it
describes a game with a set of players A = {a1, · · · ,an} by a collection of rules
R. Each rule r ∈ R is of the form Br → ϑr, where Br is a Boolean formula
over a set of variables {b1, . . . ,bn} and ϑr is a real value. We say that a rule
r ∈R is applicable to a coalition C if Br is satisfied by the truth assignment given
by bi = > if ai ∈ C and bi = ⊥ if ai /∈ C. Let RC denote the set of rules that
are applicable to C. Then, the characteristic function of the game described by
R= {B1→ ϑ1, . . . ,Bk→ ϑk} is computed as follows:

v(C) = ∑
r∈RC

ϑr.

Example 8.6 The MC-net that consists of the rules R = {b1∧ b2→ 5,b2→ 2},
corresponds to a coalitional game G = (A,v), where A = {a1,a2}, v({a1}) = 0,
v({a2}) = 2, v({a1,a2}) = 7.

An MC-net is said to be basic if the left-hand side of any rule is a conjunction
of literals, i.e., variables and their negations. In this case, we can write a rule
r ∈ R as (Pr,Nr)→ ϑr, where Pr and Nr are the sets of agents that correspond to
positive and negative literals in Br, respectively. Thus, r is applicable to coalition
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C if C contains every agent in Pr and none of the agents in Nr. It is not hard to see
that any coalitional game G = (A,v) with |A| = n can be represented by a basic
MC-net with 2n−1 rules: for each non-empty coalition C ⊆ A we create a rule

(∧i:ai∈Cbi)
∧

(∧i:ai 6∈C¬bi)→ v(C).

However, many interesting games admit a more succinct representation, especially
if we allow MC-nets that are not basic.

For basic MC-nets, the players’ Shapley values can be computed efficiently.
The algorithm proceeds by decomposing a game given by k rules into k games –
one for each rule; in a game described by a single basic rule, the Shapley value
of each player is given by a closed-form expression. This argument extends to
read-once MC-nets, where in each rule each literal appears at most once [25].
However, if the formulas in the rules can be arbitrary, the Shapley value becomes
hard to compute. On the other hand, the core-related questions are NP-hard even
for basic MC-nets [32].

4.3.2 Synergy Coalition Groups

Synergy Coalition Group (SCG) Representation [14] is a complete language for
superadditive games that is obtained by trimming down the naive representation,
i.e., one that lists all coalitions together with their values. It is based on the follow-
ing idea. Suppose that a game G = (A,v) is superadditive, and consider a coalition
C ⊆ A. Then we have

v(C)≥ max
CS∈PC\{C} ∑

C′∈CS
v(C′). (8.3)

Now, if the inequality (8.3) holds with equality, then there is no need to store the
value of C as it can be computed from the values of the smaller coalitions. There-
fore, we can represent G by listing the values of all coalitions of size 1 as well as
the values of the coalitions for which there is a synergy, i.e., the inequality (8.3) is
strict.

By construction, the SCG representation is complete. Moreover, it is succinct
when there are only a few groups of agents that can collaborate productively. Fur-
ther, it allows for an efficient procedure for checking whether an outcome is in the
core: it can be shown that if an outcome is not in the core, then there is a “syn-
ergetic” coalition, i.e., one whose value is given explicitly in our representation,
which can profitably deviate. However, the SCG representation has a major draw-
back: computing the value of a coalition may involve finding an optimal partition
of the players into subcoalitions, and is therefore NP-hard.
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4.3.3 Skill-Based Representations

In many settings, the value of a coalition can be defined in terms of the skills
possessed by the agents. A simple representation formalism that is based on this
idea has been proposed in [46]: there is a set of skills S, each agent ai ∈ A has a
subset of the skills Sai ⊆ S, and there is a function u : 2S → R, which for every
subset of skills S′ ⊆ S specifies the payoff that can be obtained by a coalition that
collectively possesses all the skills in S′. The value of a coalition C ⊆ A is then

v(C) = u(∪i:ai∈CSai).

Clearly, this representation is complete, as we can identify each agent ai with a
unique skill sai and set u(S′) = v({ai | sai ∈ S′}) for any subset S′ of the skill set.
It is succinct when the performance of each coalition can be expressed in terms
of a small number of skills possessed by the members of the coalition. Ohta et
al. [46] discuss such representations in the context of anonymous environments,
where agents can hide skills or split them among multiple identifiers.

A more structured representation was proposed in [5], where coalition values
are expressed in terms of skills and tasks. Specifically, in addition to the set of
skills S, there is a set of tasks Γ, and every task τ ∈ Γ has a skill requirement
Sτ ⊆ S and a payoff. As before, each agent ai ∈ A has a set of skills Sai ⊆ S. A
coalition C ⊆ A achieves a task τ if it has all skills that are required for τ, i.e., if
Sτ ⊆∪i:ai∈CSai . Finally, there is a task value function F : 2Γ→R, which for every
subset Γ′ ⊆ Γ of tasks specifies the payoff that can be obtained by a coalition
that achieves all tasks in Γ′. A coalitional skill game [4] is then defined as the
coalitional game 〈A,v〉 where:

v(C) = F({τ | Sτ ⊆ ∪i:ai∈CSai}).

This representation is more compact than that of [46] when the number of skills
is large (so that the domain of the function u is very large), but the game can be
described in terms of a small number of tasks, or if the function F can be encoded
succinctly.

4.3.4 Agent-Type Representation

Shrot et al. [67] and Ueda et al. [71] study coalition formation scenarios where
agents can be classified into a small number of types so that the agents of the
same type are symmetric, i.e., make the same contribution to any coalition they
belong to. In such settings, the characteristic function can often be specified more
succinctly.

More formally, suppose that the set of agents A admits a partition {A1, . . . ,AT}
such that for every i = 1, . . . ,T , every a j,ak ∈ Ai and every coalition C such
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that a j,ak /∈ C it holds that v(C∪{a j}) = v(C∪{ak}). We will refer to the sets
A1, . . . ,AT as agent types. Then the value of any coalition depends solely on how
many agents of each type it contains. More precisely, given a coalition C ⊆ A, we
define the coalition-type of C as a vector ψ= 〈n1, . . . ,nT 〉, where ni = |C∩Ai|. It is
immediate that two coalitions of the same coalition-type have the same value. This
means that the conventional characteristic function v : 2A → R can be replaced
with the more concise type-based characteristic function, vt : Ψ→ R, which is
defined on the set

Ψ = {〈n1, . . . ,nT 〉 | 0≤ ni ≤
∣∣Ai∣∣}

of all possible coalition-types. To represent this function, we only need to store
O(nT ) coalitional values, since |Ψ| = (

∣∣A1
∣∣+ 1)× ·· ·× (

∣∣AT
∣∣+ 1) < nT . Thus,

for small values of T , this representation is significantly more succinct than the
standard one. On the other hand, it is obviously complete: in the worst case, all
agents have different types and vt coincides with v.

5 Coalition Structure Generation
While the focus so far has been on how to distribute the gains from cooperation, in
this section we focus on how to maximize those gains. To state our computational
problem formally, we need some additional notation. Recall that PA denotes the
space of all coalition structures over the set of agents A; we extend this notation
to subsets of A, and write PC to denote the space of all coalition structures over
a set C ⊆ A. Given a set C ⊆ A and a coalition structure CS ∈ PC, let V (CS)
denote the value of CS, which is calculated as follows: V (CS) = ∑C′∈CS v(C′).
The coalition structure generation problem is then to find an optimal coalition
structure CS∗ ∈ PA, i.e., an (arbitrary) element of the set

argmaxCS∈PAV (CS).

This problem is computationally hard. It resists brute-force search, as the number
of possible coalition structures over n players, which is known as the Bell number
Bn [8], satisfies αnn/2≤ Bn≤ nn for some positive constant α (see, e.g., Sandholm
et al. [60] for proofs of these bounds and de Bruijn [18] for an asymptotically tight
bound). Moreover, it is NP-hard to find an optimal coalition structure given oracle
access to the characteristic function [60]. To date, therefore, a number of algo-
rithms have been developed to try and combat this complexity. In what follows,
we will present these algorithms and discuss their relative strengths and weak-
nesses. However, before we do that, we will present the two main representations
of the space of the possible coalition structures as they will provide insight into
the way some of these algorithms work.
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5.1 Space Representation

To date, there are two main representations of the space of possible coalition struc-
tures. The first, proposed by Sandholm et al. [60], is called the coalition structure
graph. In this undirected graph, every node represents a coalition structure. These
nodes are categorized into levels PA

1 , . . . ,P
A
n , where level PA

i contains the nodes
that represent all coalition structures containing exactly i coalitions. An edge con-
nects two coalition structures if and only if: (1) they belong to two consecutive
levels PA

i and PA
i−1, and (2) the coalition structure in PA

i−1 can be obtained from
the one in PA

i by merging two coalitions into one. A four-agent example can be
seen in Figure 8.1.

Figure 8.1: The coalition structure graph for four agents.

While the above representation categorizes the coalition structures according
to the number of coalitions they contain, a different representation was proposed
by Rahwan et al. [56] to categorize them based on the sizes of the coalitions they
contain. More specifically, this representation divides the space of coalition struc-
tures into disjoint subspaces that are each represented by an integer partition of
n. Recall that an integer partition of n is a multiset of positive integers, or parts,
whose sum (with multiplicities) equals to n [1]. For instance, n = 4 has five dis-
tinct integer partitions, namely, {4}, {1,3}, {2,2}, {1,1,2}, and {1,1,1,1}. Each
of these partitions corresponds to the subspace of P{a1,a2,a3,a4}, which consists of
all the coalition structures within which the coalition sizes match the parts of the
integer partition. We denote by In the set of integer partitions of n, and by PA

I

the subspace that corresponds to I ∈ In. For instance, P{a1,a2,a3,a4}
{1,1,2} is the subspace

containing all the coalition structures consisting of two coalitions of size 1 and
one coalition of size 2. This representation can be encoded by an integer partition
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graph [52]. This is an undirected graph, where every subspace is represented by
a node, and two nodes representing I, I′ ∈ In are connected by an edge if and only
if there exist two parts i, j ∈ I such that I′ = (I \{i, j})]{i+ j} (here ] denotes
the multiset union operation). For example, Figure 8.2 shows the integer partition
graph for four agents, as well as the subspaces that correspond to every node in
the graph.

Figure 8.2: The integer partition-based representation for four agents.

Having described the main representations of the search space, in the remain-
ing subsections we will present different approaches to the coalition structure gen-
eration problem, some of which are built upon those representations.

5.2 Dynamic Programming Algorithms
The first dynamic programming algorithm, called DP, was proposed by Yeh [72].
This algorithm is based on the following theorem.

Theorem 8.4 Given a coalition C ⊆ A, let f (C) be the value of an optimal parti-
tion of C, i.e., f (C) = maxP∈PC V (P). Then

f (C) =

{
v(C) if |C|= 1

max
{

v(C) , max{C′,C′′}∈PC
(

f (C′)+ f (C′′)
)}

otherwise.
(8.4)

Proof. The proof is trivial when |C| = 1. Thus, for the remainder of the proof
we will assume that |C| > 1. Let opt(C) be some optimal partition of C, i.e.,
opt(C) ∈ argmaxP∈PCV (P). We will make use of the following lemma.

Lemma 8.1 For any coalition C ⊆ A, if P∗ = {P1, . . . ,Pk} is an optimal partition
of C and k > 1, then for any j = 1, . . . ,k it holds that P′ = {P1, . . . ,Pj} is an
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optimal partition of C′ = ∪P′, and P′′ = {Pj+1, . . . ,Pk} is an optimal partition of
C′′ = ∪P′′.

Proof of Lemma 8.1 To prove the lemma, observe that P∗=P′∪P′′ and V (P∗) =
V (P′) +V (P′′). Suppose for the sake of contradiction that P′ was not an op-
timal partition of C′. Then there exists another partition P̂′ ∈ PC′ such that
V (P̂′)>V (P′). However, since P̂′∪P′′ is a partition of C, and since V (P̂′∪P′′) =
V (P̂′)+V (P′′) > V (P∗), it follows that P∗ cannot be an optimal partition of C, a
contradiction. Assuming that P′′ is not an optimal partition of C′′ leads to a contra-
diction as well, by a similar argument. Thus, the proof of the lemma is complete.

Lemma 8.1 shows that if |opt(C)| > 1, then there exists a coalition struc-
ture {C′,C′′} ∈ PC such that opt(C) = opt(C′)∪ opt(C′′). On the other hand, if
|opt(C)| = 1, then surely we would have opt(C) = {C} and V (opt(C)) = v(C).
Equation (8.4) covers both possibilities by taking the maximum over v(C) and
max{C′,C′′}∈PC

(
f (C′)+ f (C′′)

)
.

The way DP works is by iterating over all the coalitions of size 1, and then over
all those of size 2, and then size 3, and so on until size n: for every such coalition
C, it computes f (C) using equation (8.4). As can be seen, whenever |C| > 1, the
equation requires comparing v(C) with max{C′,C′′}∈PC

(
f (C′)+ f (C′′)

)
. The result

of this comparison is stored in a table, t, which has an entry for every coalition.
In particular, if v(C) was greater, then the algorithm sets t[C] = C, so that it can
later on remember that it is not beneficial to split C into two coalitions. Other-
wise, it sets t[C] = argmax{C′,C′′}∈PC

(
f (C′)+ f (C′′)

)
to remember the best way of

splitting C into two coalitions. By the end of this process, f (A) will be computed,
which is by definition equal to V (CS∗). It remains to compute CS∗ itself. This
is done recursively using the table t. The running time of this algorithm can be
shown to be O(3n).

The execution of the algorithm is illustrated by the following example.

Example 8.7 Given A = {a1,a2,a3,a4}, suppose that t[A] = {{a1,a2},{a3,a4}},
i.e., it is most beneficial to split A into {a1,a2} and {a3,a4}. Moreover, suppose
that t[{a1,a2}] = {{a1},{a2}}, while t[{a3,a4}] = {a3,a4}, i.e., it is most bene-
ficial to split {a1,a2} into {a1} and {a2}, but it is not beneficial to split {a3,a4}.
In this case, CS∗ = {{a1},{a2},{a3,a4}}.

Although DP is guaranteed to find an optimal coalition structure, Rahwan and
Jennings [53] showed that many of its operations are in fact redundant. Based
on this, they developed an improved dynamic programming algorithm (IDP) that
avoids all redundant operations. To date, IDP is the fastest algorithm that can
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find an optimal solution in O(3n) time. This is significantly less than ω(nn/2) –
the time required to exhaustively enumerate all coalition structures. However, the
disadvantage is that IDP provides no interim solution before completion, meaning
that it is not possible to trade computation time for solution quality.

5.3 Anytime Algorithms
Generally speaking, an anytime algorithm is one whose solution quality improves
gradually as computation time increases [73]. In our case, this is particularly
desirable as the agents might not always have sufficient time to run the algorithm
to completion due to the exponential size of the search space. Moreover, being
anytime makes the algorithm robust against failure; if the execution is stopped
before the algorithm would normally have terminated, then it can still return a
solution that is better than the initial – or any intermediate – one.

In this subsection, we will focus on anytime algorithms that return optimal so-
lutions, or at least provide worst-case guarantees on the quality of their solutions.

5.3.1 Identifying Subspaces with Worst-Case Guarantees

A number of researchers have attempted to answer the following question:

If the solution space is too large to be fully searched, can we search through
only a subset of this space, and be guaranteed to find a solution CS∗∗ that
is within a certain bound β from optimum, that is, V (CS∗)

V (CS∗∗) ≤ β?

This problem can be approached by (1) dividing the space into subsets, and (2)
identifying a sequence in which these subsets are searched so that the worst-case
bound on solution quality is guaranteed to improve after each subset. The first
such algorithm was developed by Sandholm et al. [60], and is mainly based on the
following theorem.

Theorem 8.5 To establish a worst-case bound β, it is sufficient to search the low-
est two levels of the coalition structure graph, i.e., PA

1 and PA
2 . With this search,

the bound is β = n, and the number of searched coalition structures is 2n−1. Fur-
thermore, no algorithm can establish any bound by searching a different set of at
most 2n−1 coalition structures.

Proof. For a partial search to establish a bound on solution quality, every coalition
C ⊆ A must appear in at least one of the searched coalition structures. This is due
to the possibility of having a single coalition whose value is arbitrarily greater
than the values of other coalitions. Now, since the grand coalition appears in
PA

1 , and every other coalition C ⊂ A appears in {C,A\C} ∈ PA
2 , the value of the
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best coalition structure in PA
1 ∪PA

2 is at least maxC⊆A v(C). On the other hand,
since CS∗ can include at most n coalitions, its value cannot be greater than n×
maxC⊆A v(C). This means V (CS∗)

maxCS∈PA
1∪P

A
2

V (CS∗) ≤ n.

As for the number of searched coalition structures, the reader can check that∣∣PA
1 ∪PA

2

∣∣ = 2n−1. What remains is to show that no bound can be established
by searching a different set of at most 2n−1 coalition structures. This is done by
proving that PA

1 ∪PA
2 is the unique subset of PA of size at most 2n−1 in which

every coalition appears in some coalition structure. We leave this as an exercise
for the reader.

Based on this theorem, the algorithm starts by searching the bottom two levels.
After that, if additional time is available, the algorithm searches the remaining
levels one by one, starting from the top level and moving downward. Sandholm
et al. proved that the bound improves with this search. In particular, once the
algorithm completes searching level PA

i , the bound becomes β= bn/hc, where h=
b(n− i)/2c+2. The only exception is when n≡ h−1(mod h) and n≡ i(mod 2),
in which case the bound becomes β = dn/he. Importantly, this means that after
searching the bottom two levels and establishing the bound β = n, one can very
easily drop (i.e., improve) the bound to β = dn/2e by searching the top level,
which only contains one coalition structure.

A different approach was proposed by Dang and Jennings [16]. Their algo-
rithm starts by searching the bottom two levels, as well as the top one (as Sand-
holm et al.’s algorithm does). After that, however, instead of searching the re-
maining levels one by one (as Sandholm et al. do), the algorithm searches through
certain subsets of all remaining levels. Specifically, it searches the coalition struc-
tures that have at least one coalition of size at least dn(d−1)/de (with d running
from b(n+1)/4c down to 2). Dang and Jennings proved that, for any given value
of d, the algorithm establishes a bound of 2d−1.

So far, we have seen how certain bounds can be established by searching
certain subsets of the search space. However, with the exception of β = n and
β = dn/2e, we still do not know the minimum subset that must be searched in
order to establish a desired bound. To this end, let us introduce the following no-
tation. For any integer partition I ∈ In, let PI denote the set of possible partitions
of I. For instance, P{1,1,2} consists of the following four partitions: {{1,1,2}},
{{1,1},{2}}, {{1,2},{1}}, and {{1},{1},{2}}. Moreover, for any set of integer
partitions I′ ⊆ In, let S(I′) be the set that consists of every non-empty subset of
every integer partition in I′, i.e.,

S(I′) =
⋃
I∈I′

⋃
J⊆I,J 6= /0

{J}.
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For example, given I′ = {{1,1,2},{1,3}}, the set S(I′) consists of the following
subsets: {{1}}, {{2}}, {{3}}, {{1,1}}, {{1,2}}, {{1,3}}, {{1,1,2}}. Finally,
for any integer partition I ∈ In and any set of integer partitions I′ ⊆ In, let η(I′, I)
denote the minimum number of subsets in S(I′) that are required to construct a
partition in PI . Formally,

η(I,I′) =


minS⊆S(I′):S∈PI |S| if ∃S⊆ S(I′) : S ∈ PI

+∞ otherwise.

For example, given I = {1,1,1,3} and I′ = {{1,1,2},{1,3}}, the minimum num-
ber of subsets in S(I′) that are required to construct a partition of I is 2, and those
subsets are {1,1} and {1,3}. Therefore, we have η(I′, I) = 2. Rahwan et al. [55]
showed that this definition is crucial when determining the minimum subset that
must be searched in order to establish a certain bound. Specifically, they prove the
following theorem.

Theorem 8.6 For any real value b, 1≤ b≤ n, and for any I′ ⊆ In, we can estab-
lish a bound β = b by searching ∪I∈I′PA

I if and only if the following holds:

∀I ∈ In,η(I′, I)≤ b. (8.5)

Furthermore, the minimum set of coalition structures that must be searched in or-
der to establish a bound β = b is ∪I∈In(b)P

A
I , where In(b) is defined as follows:

In(b) ∈ argmin
I′⊆In:∀I∈In,η(I′,I)≤b

∣∣∣∪I∈I′P
A
I

∣∣∣ .
In other words, to establish a bound β = b, all we need to do is to find a set of
integer partitions I′ ⊆ In such that, if we take every possible subset of every I ∈ I′,
then with these subsets we can partition every I ∈ In into at most b parts. One can
optimize this by looking for the set of integer partitions that minimizes

∣∣∪I∈I′PA
I

∣∣.
We omit the proof of Theorem 8.6 due to space constraints. However, the

intuition is similar to the proof of Theorem 8.5, where we proved that a bound
β = n can be established by searching PA

1 ∪PA
2 . This was done by showing that

CS∗ contains at most n coalitions, and that every possible coalition appears in
some CS ∈ PA

1 ∪PA
2 . The proof of Theorem 8.6 generalizes this idea by replacing

“coalitions” with “combinations of coalitions”. More specifically, equation (8.5)
means that CS∗ contains at most b combinations, and that every one of those
combinations appears in some CS ∈ ∪I∈I′PA

I .
Theorem 8.6 enables us to describe the set to be searched when establishing

a given bound in terms of subspaces that are represented by integer partitions.
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Therefore, it would be useful to have an algorithm that can efficiently search those
subspaces. In what follows, we present an algorithm that does exactly that.

5.3.2 Integer Partition-Based Search

An anytime algorithm, called IP, was developed by Rahwan et al. [58] based on
the integer partition-based representation from Section 5.1. In particular, it uses
the observation that, for any subspace PA

I , it is possible to compute upper and
lower bounds on the value of the best coalition structure in that subspace. More
formally, let MaxA

s and AvgA
s be the maximum and average values of all coalitions

of size s, respectively. It turns out that one can compute the average value of the
coalition structures in PA

I without inspecting these coalition structures [58].

Theorem 8.7 For any I ∈ In, let I(i) be the multiplicity of i in I. Then:

∑CS∈PA
I

V (CS)∣∣PA
I

∣∣ = ∑
i∈I

I(i) ·AvgA
i . (8.6)

Proof. For any C ⊆ A, the number of coalition structures in PA
I that contain C

depends solely on the size of C. In other words, this number is equal for any two
coalitions that are of the same size. Let us denote this number by N

|C|
I . Formally,

for every C ⊆ A we set N|C|I =
∣∣{CS ∈ PA

I |C ∈ CS}
∣∣. Then we have

∑
CS∈PA

I

V (CS) = ∑
i∈I

∑
C:|C|=i

Ni
I · v(C) = ∑

i∈I
Ni

I ∑
C:|C|=i

v(C) = ∑
i∈I

Ni
I ·
(

n
i

)
·AvgA

i ,

where
(n

i

)
is the binomial coefficient (i.e., the number of possible coalitions of

size i). Thus, to prove (8.6) it suffices to prove that

∑i∈I N
i
I ·
(n

i

)
·AvgA

i∣∣PA
I

∣∣ = ∑
i∈I

I(i) ·AvgA
i .

This can be done by proving that the following holds for all i ∈ I:

Ni
I ·
(

n
i

)
= I(i) ·

∣∣∣PA
I

∣∣∣ . (8.7)

Observe that every CS ∈ PA
I contains exactly I(i) coalitions of size i. Thus:

∑
C:|C|=i

N
|C|
I = ∑

C:|C|=i
∑

CS∈PA
I :C∈CS

1 = ∑
CS∈PA

I

∑
C∈CS:|C|=i

1 = ∑
CS∈PA

I

I(i) = |PA
I | · I(i).
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We have shown that ∑C:|C|=iN
|C|
I = |PA

I | · I(i). On the other hand, since N
|C|
I

is equal for all coalitions of size |C|, we obtain ∑C:|C|=iN
|C|
I =

(n
i

)
·Ni

I . Thus,
equation (8.7) holds.

Based on this theorem, for every I ∈ In, it is possible to compute a lower
bound LBI on the value of the best coalition structure in PA

I as follows: LBI =

∑s∈I I(s)AvgA
s . This is simply because the best value is always greater than, or

equal to, the average one. Similarly, it is possible to compute an upper bound
UBI on the value of the best coalition structure in PA

I as UBI = ∑s∈I I(s)MaxA
s .

Using these bounds, the algorithm computes an upper bound UB∗ = maxI∈In UBI
and a lower bound LB∗ = maxI∈In LBI on the value of the optimal coalition struc-
ture CS∗. Computing UB∗ allows for establishing a bound on the quality of the
best coalition structure found at any point in time, denoted CS∗∗; this bound is
β = UB∗/V (CS∗∗). On the other hand, computing LB∗ allows for identifying sub-
spaces that have no potential of containing an optimal coalition structure, which
are PA

I : UBI < LB∗. These subspaces are pruned from the search space. As for the
remaining subspaces, the algorithm searches them one at a time, unless a coali-
tion structure is found that has a value greater than, or equal to, the upper bound
of some subspace, in which case that subspace no longer needs to be searched.
Searching a subspace is done using an efficient process that applies a branch-and-
bound technique to avoid examining every coalition structure in that subspace
whenever possible. A distributed version of IP has also been developed, see [43]
for more details.

The IP algorithm can, in the worst case, end up searching the entire space, i.e.,
it runs in O(nn) time. In practice, however, IP has been shown to be significantly
faster than IDP given popular coalition-value distributions, and the bound that it
generates, i.e., β = UB∗/V (CS∗∗), has been shown to be significantly better than
those obtained by searching particular subsets as per the previous subsection.

An extended version of IP, called IDP-IP, was developed by Rahwan and Jen-
nings [52]. As the name suggests, this algorithm is a combination of IDP and IP;
it is based on the observation that IDP, even if not run to completion, can still pro-
vide useful information. Thus, the basic idea is to partially run IDP, and then use a
modified version of IP that can continue the search from where IDP has stopped.
This results in a hybrid performance that can be controlled by simply setting the
point at which IDP stops. In so doing, one can control the trade-off between the
desired features of both IDP and IP. For more details, see [52].

5.3.3 Integer Programming

A different anytime approach, compared to what we have discussed so far, is to
formulate the coalition structure generation problem as an integer program. More
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specifically, let C1,C2, . . . ,C2n denote the possible coalitions. Let z be an n× 2n

binary matrix, where every row represents an agent and every column represents
a coalition, so that zi, j = 1 if and only if ai ∈C j. Finally, let us have 2n decision
variables, x1,x2, . . . ,x2n , where x j = 1 corresponds to C j being selected in the
solution. The coalition structure generation problem can then be modeled as:

max ∑
j=1,...,2n

v(C j) · x j subject to:

∑
j=1,...,2n

zi, j · x j = 1 for i = 1,2, . . . ,n

x j ∈ {1,0} for j = 1,2, . . . ,2n

With this formulation, it is possible to apply any integer programming solver.
However, this approach has been shown to be inefficient, e.g., even an industrial-
strength solver such as ILOG’s CPLEX was shown to be significantly slower than
both IDP and IP, and quickly runs out of memory as the number of agents in-
creases [57].

5.4 Metaheuristic Algorithms
In all the algorithms that were presented so far, the focus was on finding an opti-
mal solution, or a solution that is within a bound from optimum. However, as the
number of agents increases, the problem becomes too hard, and the only practical
option would be to use metaheuristic algorithms. Such algorithms do not guaran-
tee that an optimal solution is ever found, nor do they provide any guarantees on
the quality of their solutions. However, they can usually be applied for very large
problems. Next, we outline some of these algorithms.

Sen and Dutta [63] developed a genetic algorithm for coalition structure gen-
eration. This algorithm starts with an initial, randomly generated set of coalition
structures, called a population. After that, the algorithm repeats the following
three steps: (1) evaluation, (2) selection, and (3) recombination. More specif-
ically, the algorithm evaluates every member of the current population, selects
members based on the outcome of the evaluation, and constructs new members
from the selected ones by exchanging and/or modifying their contents.

Keinänen [35] proposed an algorithm based on Simulated Annealing – a
generic stochastic local search technique. At each iteration, the algorithm moves
from the current coalition structure to a coalition structure in its neighborhood,
where neighborhoods can be defined using a variety of criteria. More specifically,
the algorithm starts by generating a random coalition structure CS. Then, at ev-
ery iteration, it samples a random coalition structure CS′ in the neighborhood of
CS. If CS′ is better than CS, then the algorithm sets CS = CS′. Otherwise, it sets
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CS = CS′ with a probability e
V (CS′)−V (CS)

τ , where τ is the temperature parameter that
decreases after each iteration according to an annealing schedule τ = ατ, where
0 < α < 1.

A decentralized, greedy algorithm was proposed by Shehory and Kraus [66].
This algorithm ignores coalitions containing more than a certain number of agents.
It returns a coalition structure CS that is constructed iteratively in a greedy manner;
at every iteration, the best of all candidate coalitions is added to CS, where a
candidate coalition is one that does not overlap with any of the coalitions that were
added to CS in previous iterations. The search for the best candidate coalition is
done in a distributed fashion; the agents negotiate over which one of them searches
which coalitions. A significantly improved distribution mechanism was later on
proposed in [51].

Another greedy algorithm, which was put forward by Di Mauro et al. [42], is
based on GRASP – a general purpose greedy algorithm, which after each iteration
performs a quick local search to try and improve its solution [28]. In the coalition
structure generation version of GRASP, a coalition structure CS is constructed it-
eratively. Every iteration consists of two steps. The first step is to add the best
candidate coalition to CS, resulting in a set of pairwise disjoint, but not necessar-
ily exhaustive, coalitions, i.e., ∪CS ⊆ A. The second step is to explore different
neighborhoods of CS. These two steps are repeated until ∪CS = A. Furthermore,
the whole process of constructing CS is repeated over and over to try and find
better solutions. This algorithm has been shown to work particularly well, with
empirical results suggesting that it is the best metaheuristic algorithm for coalition
structure generation to date.

5.5 Coalition Structure Generation under Compact Represen-
tations

So far, we focused on the coalition structure generation problem under the char-
acteristic function representation (where the input consists of a value for every
possible coalition). In what follows, we briefly discuss several papers that con-
sider alternative, often more concise, representations.

5.5.1 Distributed Constraint Optimization

The Distributed Constraint Optimization Problem (DCOP) framework has re-
cently become a popular approach for modeling cooperative agents [44]. In this
framework: (1) each agent has a choice of actions, (2) reward is determined by the
combination of actions, and (3) the goal is for every agent to choose an action so
as to maximize the sum of the rewards. Ueda et al. [70] considered the coalition
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structure generation problem where the multiagent system is represented as one
big DCOP, and every coalition’s value is computed as the optimal solution of the
DCOP among the agents of that coalition.

At first glance, this might seem too computationally expensive since there are
2n possible coalitions. Thus, to find the optimal coalition structure, one might
need to solve 2n instances of the NP-hard DCOP problem. Interestingly, how-
ever, Ueda et al. showed that the process of finding an optimal, or near optimal,
coalition structure does not have to be divided into two independent stages: (1)
computing all coalition values, and (2) finding an optimal combination of disjoint
and exhaustive coalitions. Instead, the big DCOP that represents the multiagent
system can be modified so that those two stages are merged. This means the de-
sired coalition structure can be obtained by solving a single, modified DCOP.

The modification is controlled by a single parameter, called σ, which speci-
fies the maximum number of coalitions that are allowed to contain more than one
agent. We will call these multiagent coalitions. The basic idea behind the mod-
ification is to change every agent’s domain, i.e., set of possible actions. Specifi-
cally, every action d j in the original domain is replaced by σ actions, d j,1, . . . ,d j,σ,
where d j,i means that the agent performs action d j while joining the ith multiagent
coalition. The new domain also contains an action called “independent”, which
means that the agent acts independently. The modified DCOP can be solved using
any existing algorithm that can obtain an optimal solution, e.g., ADOPT [44] or
DPOP [49]. Assuming that the original number of possible actions per agent is d,
the search space size for the original DCOP is dn, while for the modified DCOP
it is (σd + 1)n. The following theorem implies that the optimal solution of the
modified DCOP is within a bound β =

⌊n
2

⌋
/σ from optimum.

Theorem 8.8 Let In
k ⊆ In be a set in which every integer partition contains at most

k integers that are greater than 1. Then, the best coalition structure in ∪I∈In
k
PA

I is
within a bound β =

⌊n
2

⌋
/k from optimum.

Proof. Assume that CS∗ contains ` multiagent coalitions, where ` > k. Let
C1, . . . ,C`−k be the `− k coalitions with the smallest values in CS∗. Let us split
each coalition Ci, i = 1, . . . , `−k, into single-agent coalitions; denote the resulting
coalition structure by CS′k. Clearly, CS′k ∈ ∪I∈In

k
PA

I . Furthermore, the total value
of C1, . . . ,C`−k is at most `−k

` V (CS∗), and the values of the single-agent coalitions
are non-negative. Hence, we have V (CS′k)≥ k

`V (CS∗). It remains to observe that
`≤

⌊n
2

⌋
.
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5.5.2 Marginal Contribution Nets

Ohta et al. [45] studied the coalition structure generation problem under the basic
MC-net representation (see Section 4.3.1). Recall that a basic MC-net rule can
be written as (Pr,Nr)→ ϑr: the interpretation is that a coalition that contains
all agents in Pr and none of the agents in Nr can earn a profit of ϑr. Ohta et
al. consider a restricted class of basic MC-nets, where for each r we have Pr 6= /0

and ϑr > 0; it can be shown that any characteristic function can be represented
by such a restricted MC-net. They define a set of rules R′ ⊆ R to be feasible if
all the rules in R′ are applicable at the same time to some coalition structure. In
other words, R′ is feasible if there exists a coalition structure CS such that every
rule r ∈ R′ is applicable to some C ∈ CS. The problem of finding an optimal
coalition structure is then equivalent to the problem of finding a feasible set of
rules R′ such that ∑r∈R′ ϑr is maximized. While this problem is NP-hard, Ohta et
al. showed that it admits a mixed integer programming (MIP) formulation. Their
MIP is based on the observation that, for any two rules r,r′, the possible relations
between r and r′ can be classified into the following four cases:

• Compatible on different coalitions (CD): This is when Pr ∩ Pr′ = /0

and (Pr ∩Nr′ 6= /0 or Pr′ ∩Nr 6= /0). For example, ({a1,a2}, /0)→ ϑ1 and
({a3,a4},{a1})→ ϑ2 are applicable at the same time in some CS as long as
a1,a2 appear in a coalition C ∈ CS and a3,a4 appear in a different coalition
C′ ∈ CS.

• Incompatible (IC): This is when Pr∩Pr′ 6= /0 and (Pr∩Nr′ 6= /0 or Pr′∩Nr 6=
/0). For example, ({a1,a2}, /0)→ϑ1 and ({a2,a3},{a1})→ϑ2 are not appli-
cable at the same time, because the first requires a1 and a2 to appear together
in a coalition, while the second requires a2 and a3 to appear together in a
coalition that does not contain a1.

• Compatible on the same coalition (CS): This is when Pr∩Pr′ 6= /0 and Pr∩
Nr′ = Pr′ ∩Nr = /0. For example, ({a1,a2}, /0)→ ϑ1 and ({a2,a3},{a4})→
ϑ2 are applicable at the same time to some coalition structure CS as long as
there exists C ∈ CS such that {a1,a2,a3} ⊆ C and a4 /∈ C. Note that both
rules apply to the same coalition.

• Independent (ID): This is when Pr∩Pr′ = Pr∩Nr′ = Pr′ ∩Nr = /0.

Consider a graphical representation of an MC-net in which every node is a rule,
and between any two nodes there exists an edge whose type is one of the four
cases described above. Then, the following holds:
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Theorem 8.9 A set of rules R′ is feasible if and only if (1) it includes no pair of
rules that are connected by an edge of type IC, and (2) for any two rules in R′

that are connected by an edge of type CD, it is not possible to reach one from the
other via a series of edges of type CS.

To understand the intuition behind the proof, consider an example of three rules,
r1,r2,r3. Suppose that for i = 1,2,3 we have ri = (Pi,Ni) → ϑi, where P1 =
{a1,a2}, N1 = /0, P2 = {a2,a3}, N2 = /0, and P3 = {a3,a4}, N3 = {a1}. Here,
r1 and r2 are connected by an edge of type CS. Thus, they must be applicable to
a single coalition in CS, say C′, such that P1∪P2 ⊆C′. Similarly, an edge of type
CS connects r2 and r3, and so they must be applicable to a single coalition in CS,
say C′′, such that P2∪P3 ⊆C′′. Now, since P1∪P2 overlaps with P2∪P3, and since
the coalitions in CS are pairwise disjoint, we must have C′ =C′′. This means that
r1,r2,r3 must all be applicable to the same coalition, i.e., the edge between r1 and
r3 must not be of the type IC or CD. However, in our example, we happen to have
an edge of type CD between r1 and r3. Therefore, any rule set containing r1,r2,r3
is not feasible.

Based on Theorem 8.9, Ohta et al. proposed the following MIP formulation.

max ∑
r∈R

ϑr · xr subject to:

xri + xr j ≤ 1 for each edge (ri,r j) of type IC (8.8)
ye

ri
= 0 for each edge e = (ri,r j) of type CD with j > i (8.9)

ye
r j
≥ 1 for each edge e = (ri,r j) of type CD with j > i (8.10)

ye
rk
≤ ye

r` +(1− xrk)+(1− xr`)

for each edge (rk,r`) of type CS (8.11)
ye

r` ≤ ye
rk
+(1− xrk)+(1− xr`)

for each edge (rk,r`) of type CS (8.12)
xr ∈ {0,1} for each r ∈ R

Here, we have a binary variable xr for every rule r, where xr = 1 means that r
is selected in the solution. Thus, condition (1) of Theorem 8.9 is enforced by the
constraint (8.8), which ensures that two rules connected by an edge of type IC are
never selected at the same time. Moreover, for every edge e of type CD or CS and
every rule r that is adjacent to this edge we define a variable ye

r . These variables
are used in constraints (8.9)–(8.12) to enforce condition (2) of Theorem 8.9. In
more detail, for every edge e = (ri,r j) of type CD with j > i constraints (8.9)
and (8.10) ensure that ye

ri
6= ye

r j
. Furthermore, for every edge (rk,r`) of type CS

the constraints (8.10) and (8.11) ensure that, if both rk and r` are selected, then
ye

rk
= ye

rl
. Thus, by enforcing both conditions of Theorem 8.9, we guarantee that

every solution to this MIP is a feasible rule set.
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5.5.3 Coalitional Skill Games

Bachrach et al. [4] considered the coalition structure generation problem in coali-
tional skill games (see Section 4.3.3). While this problem is, in general, very hard
computationally, Bachrach et al. showed that it admits an efficient algorithm as
long as the number of tasks m and the treewidth of a certain associated hyper-
graph are small. To describe their algorithm, we need a few additional definitions.

Given a skill game with a skill set S, its skill graph is a hypergraph g= 〈V,E〉 in
which every agent corresponds to a vertex, and every skill si ∈ S is represented as a
hyperedge esi ∈E that connects all agents that possess this skill. The “complexity”
of a hypergraph can be measured using the notion of treewidth. The following
definition is reproduced from [30] (an illustration is provided in Figure 8.3).

Definition 8.13 Given a hypergraph g = 〈V,E〉, a tree decomposition of g is a
tuple (Q,B), where B is a family of subsets of V (each such subset Bi ∈B is called
a bag), and Q is a tree whose node set is B such that: (1) for each e ∈ E there is a
bag Bi ∈ B such that e ∈ Bi ; (2) for each v j ∈V the set {Bi ∈ B | v j ∈ Bi} is non-
empty and connected in Q. The width of (Q,B) is maxBi∈B |Bi|−1. The treewidth
of g is the minimum width of (Q,B) over all possible tree decompositions (Q,B)
of g.

Figure 8.3: A skill graph and its tree decomposition with width 2.

Let CSG(m,w) be the class of all coalitional skill games where the number of
tasks is at most m and the treewidth of the corresponding skill graph is at most
w. We will now show that, for fixed m and w, the coalition structure generation
problem for a game in CSG(m,w) can be solved in time polynomial in the number
of agents n and the number of skills k (but exponential in m and w).

To start, observe that a single task can be performed multiple times by a single
coalition structure CS. To be more precise, a task that requires a skill which only
x agents share can be performed at most x times (this is when each one of those
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x agents appears in a different coalition in CS). Let d denote the largest number
of agents sharing a single skill; note that d ≤ w+ 1. Then a coalition structure
can accomplish at most dm tasks. Based on this, we will define a candidate task
solution as a set {Γi}h

i=1 where each Γi is a subset of Γ, and h ≤ dm. For every
coalition structure CS = {Ci}h

i=1, we say that CS accomplishes {Γi}h
i=1 if Ci ac-

complishes all tasks in Γi, for i = 1, . . . ,h. We say that {Γi}h
i=1 is feasible if there

exists at least one coalition structure that accomplishes it. Clearly, the total value
obtained by accomplishing these tasks is ∑

h
i=1 F(Γi). The problem of finding an

optimal coalition structure is thus equivalent to the problem of finding a feasible
set of task subsets that maximizes ∑

h
i=1 F(Γi). To solve this problem, it is suffi-

cient to iterate over all possible choices of {Γi}h
i=1: for each such choice we find

the coalition structure that accomplishes it, or determine that it is not feasible.
Next, we show how this can be done for a fixed set {Γi}h

i=1 in time polynomial in
n and k; the bound on the running time follows as the number of candidate task
solutions is bounded by (2m)dm ≤ (2m)(w+1)m.

To this end, observe that every coalition structure can be viewed as a coloring
of the agents, where all agents with the same color form a coalition. Based on
this, for each choice of {Γi}h

i=1, let us define a constraint satisfaction problem2

whose underlying graph is the skill graph g, where:

• the variables correspond to the agents;

• the domain (i.e., the possible values) of each variable (i.e., agent) consists
of the possible colors (i.e., the possible coalitions that the agent can join);

• For each skill s, we have the following constraint: For each i = 1, . . . ,h, if
some task in Γi requires s, then at least one agent in Ci possesses s.

To solve this “primal” constraint satisfaction problem, we first check if the
treewidth of g is bounded by w, and if so return a tree decomposition (this can
be done in time polynomial in n and k, see [30]). Then, to solve the primal prob-
lem, we define a “dual” problem. This is another constraint satisfaction problem
whose underlying graph is the tree decomposition of g and

• the variables correspond to the bags in the tree decomposition;

• the domain of every bag consists of the possible colorings of the agents
in the bag. The size of this domain is O(hw+1) = O(((w+ 1)m)w+1) since
every bag contains at most w+ 1 agents, and every agent has h possible
colors;

2For more details on constraint satisfaction problems, see [59].
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• the constraints are of two types. The first prevents an agent from getting
different colors in two neighboring bags. This, in turn, ensures that every
agent gets the same color in all bags (due to the structure of the tree decom-
position). The second type of constraints is exactly the same as the one in
the primal problem (i.e., if a skill is required for at least one task in Γi, then
at least one agent in Ci possesses that skill).

Note that a solution to the dual problem is in fact a valid solution to the primal
problem. Since the underlying graph of the dual problem is a tree, it can be solved
in time polynomial in n and k [4, 59].

5.5.4 Agent-Type Representation

Aziz and de Keijzer [3] and Ueda et al. [71] studied the coalition structure gener-
ation problem under the agent-type representation (see Section 4.3.4). Recall that
under this representation the game is given by a partition of the set of agents A
into T types A1, . . . ,AT and a type-based characteristic function vt : Ψ→R, where
Ψ = {〈n1, . . . ,nT 〉 | 0≤ ni ≤

∣∣Ai
∣∣}. Thus, a coalition structure can be viewed as a

partition of 〈
∣∣A1
∣∣ , . . . , ∣∣AT

∣∣〉. Formally, we have the following definition.

Definition 8.14 A type-partition of a coalition-type ψ = 〈n1, . . . ,nT 〉 is a set of
coalition-types λ = {〈n1

i , . . . ,n
T
i 〉}`i=1 such that 〈∑`

i=1 n1
i , . . . ,∑

`
i=1 nT

i 〉 = ψ. The
value of λ is computed as V t(λ) = ∑

`
i=1 vt(〈n1

i , . . . ,n
T
i 〉).

For example, {〈0,1,2〉,〈4,3,2〉} is one of the possible type-partitions of 〈4,4,4〉,
and V t({〈0,1,2〉,〈4,3,2〉}) = vt(〈0,1,2〉)+ vt(〈4,3,2〉).

Thus, while we typically deal with “coalitions” and “coalition structures,” in
an agent-type representation we deal with “coalition-types” and “type-partitions.”
The problem of finding an optimal coalition structure is then equivalent to that of
finding an optimal type-partition of 〈|A1|, . . . , |AT |〉. For example, if we have four
types and five agents of each type, we need to find an optimal type-partition of
〈5,5,5,5〉. Two dynamic programming algorithms were proposed for this prob-
lem; both run in O(n2T ) time [3, 71]. We will present the one given in [3], since
it is easier to describe.

For any coalition-type ψ ∈Ψ, let us denote by f t(ψ) the value of the optimal
type-partition of ψ. Then, we can compute f t(ψ) recursively as follows [3]:

f t(ψ) =


0 if ni = 0 for i = 1, . . . ,T
max{ f t(〈n1− x1, . . . ,nT − xT 〉)+ vt(〈x1, . . . ,xT 〉)

| xi ≤ ni for i = 1, . . . ,T} otherwise.
(8.13)
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Based on this recursive formula, we can compute the optimal type-partition
by dynamic programming. Specifically, the algorithm works by filling two ta-
bles, namely R and Q, each with an entry for every coalition-type. Entry
R[〈n1, . . . ,nT 〉] of table R stores an optimal type-partition of 〈n1, . . . ,nT 〉, whereas
entry Q[〈n1, . . . ,nT 〉] of table Q stores the value of this type-partition. The algo-
rithm fills out these tables using (8.13), where “lower” entries are filled in first, i.e.,
if mi ≤ ni for all i = 1, . . . ,T , then 〈m1, . . . ,mT 〉 is dealt with before 〈n1, . . . ,nT 〉.
For each 〈n1, . . . ,nT 〉, the algorithm finds a coalition type 〈x1, . . . ,xT 〉 that maxi-
mizes the max-expression of (8.13), and then sets

Q[〈n1, . . . ,nT 〉] = Q[〈n1− x1, . . . ,nT − xT 〉]+ vt(〈x1, . . . ,xT 〉),
R[〈n1, . . . ,nT 〉] = R[〈n1− x1, . . . ,nT − xT 〉],〈x1, . . . ,xT 〉.

By the end of this process, we compute Q[〈|A1|, . . . , |AT |〉] and R[〈|A1|, . . . , |AT |〉],
which provide the solution to the coalition structure generation problem. Filling
out each cell of R and Q requires O(nT ) operations, and the size of each table is
|Ψ|< nT . Hence, the algorithm runs in time O(n2T ).

5.6 Constrained Coalition Formation
So far, we assumed that agents can split into teams in any way they like. How-
ever, in practice some coalition structures may be inadmissible. To deal with this
issue, Rahwan et al. [54] proposed the constrained coalition formation (CCF)
framework, which allows one to impose constraints on the coalition structures
that can be formed. Formally, a CCF game is a tuple 〈A,CS,v〉, where A is the
set of agents, CS is the set of coalition structures that are feasible (i.e., allowed
to form), and v is the characteristic function that assigns a real value to every
coalition that appears in some feasible coalition structure. Note that, in the gen-
eral case, the notion of feasibility is defined for coalition structures rather than
coalitions. For instance, if A = {a1,a2,a3,a4} and we define CS as the set of all
coalition structures in which all coalitions have the same size, then the coalition
structure {{a1},{a2},{a3,a4}} is not feasible, even though each of its component
coalitions may be a part of a feasible coalition structure.

There are, however, many settings of interest where the constraints implied by
CS can be reduced to constraints on individual coalitions. More formally, a CCF
game G = 〈A,CS,v〉 is locally constrained if there exists a set of coalitions C⊆ 2A

such that CS= {CS∈PA |CS⊆ C}. We will refer to the coalitions in C as feasible
coalitions.

To represent the constraints succinctly, the authors propose the use of propo-
sitional logic. More formally, let BA = {bi | ai ∈ A} be a set of Boolean variables,
and let ϕ be a propositional formula over BA, constructed using the usual classical
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connectives (∧,∨,¬,→, . . .). A coalition C satisfies ϕ if ϕ is satisfied under the
truth assignment that sets all bi with ai ∈C to true and all bi with ai 6∈C to false.
For example, any coalition containing a1 and a2 satisfies ϕ = b1∧b2. It has been
shown that this language can represent any locally constrained CCF game, and
that it can be extended so as to represent any CCF game [54].

Rahwan et al. then define a natural subclass of locally constrained CCF games,
which they call basic CCF games. Intuitively, the constraints in a basic CCF game
are expressed in the form of (1) sizes of coalitions that are allowed to form, and
(2) subsets of agents whose presence in any coalition is viewed as desirable/pro-
hibited. The constraints of the former type are called size constraints, denoted as
S⊆ {1, . . . ,n}. As for the latter type of constraints, the desirable subsets of agents
are called positive constraints, denoted as P⊆ 2A, while the prohibited subsets are
called negative constraints, denoted as N ⊆ 2A. Thus, a coalition C is feasible if
(1) its size is permitted, i.e., |C| ∈ S, and (2) it contains at least one of the desirable
subsets and none of the prohibited ones, i.e., ∃P ∈ P : P⊆C and ∀N ∈N,N 6⊆C.
We will denote the set of all such feasible coalitions as c(A,P,N,S).

The set of constraints in a basic CCF game can be transformed into another,
isomorphic set so as to facilitate both the process of identifying feasible coalitions
and the process of searching for an optimal feasible coalition structure [54]. This
transformation is based on the observation that, for any agent ai ∈ A, the coalitions
in c(A,P,N,S) can be divided into:

• coalitions that contain ai. For those, any constraint P ∈ P : ai ∈ P has the
same effect as P\{ai}. Similarly, any constraint N ∈N : ai ∈N has the same
effect as N\{ai}. Thus, every such P or N can be replaced with P\{ai} or
N\{ai}, respectively;

• coalitions that do not contain ai. For those, every positive or negative con-
straint that contains ai has no effect, and so can be removed.

Thus, the problem of dealing with c(A,P,N,S) is replaced with two simpler
problems; we can then apply the same procedure recursively. This process can be
visualized as a tree, where the root is c(A,P,N,S), and each node has two outgo-
ing edges: one leads to a subtree containing some agent a j and the other leads to a
subtree that does not contain a j. As we move down the tree, the problems become
simpler and simpler, until one of the following two cases is reached: (1) a case
where one can easily generate the feasible coalitions, which is called a base case,
or (2) a case where one can easily verify that there are no feasible coalitions (i.e.,
the constraints cannot be satisfied), which we call an impossible case (see [54] for
more details). This is illustrated in Figure 8.4 (A), where the edge labels ai and
ai indicate whether the branch contains, or does not contain, ai, respectively. By
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Figure 8.4: Feasible coalitions and coalition structures: given a basic CCF, (A)
shows how to generate feasible coalitions, while (B) shows how to generate feasi-
ble coalition structures.

generating the feasible coalitions in all base cases, one ends up with the feasible
coalitions in c(A,P,N,S).

The tree structure described above also facilitates the search for an optimal
feasible coalition structure. Indeed, observe that every such tree contains exactly
one path that (1) starts with the root, (2) ends with a leaf, and (3) consists of
edges that are each labeled with ai for some ai ∈ A. In Figure 8.4, for example,
this path is the one connecting c(A,P,N,S) to baseCase15. Now, let us denote by
A∗ the sequence of agents that appear in the labels of this path. For instance, in
Figure 8.4, we have A∗ = 〈a5,a2,a1,a8〉. Finally, let us denote by a∗i the ith agent
in A∗.

With these definitions in place, we can now present the coalition structure
generation algorithm in [54]; we will call this algorithm DC as it uses a divide-
and-conquer technique. The basic idea is to create lists, L∗1, · · · ,L∗|A∗|+1, where
L∗1 consists of the base cases that contain a∗1, each L∗i , i = 1, . . . , |A∗|, consists of
the base cases that contain a∗i but not a∗1, . . . ,a

∗
i−1, and L∗|A∗|+1 consists of the base

cases that do not contain a∗1, . . . ,a
∗
|A∗|. This is illustrated in Figure 8.4 (B). Impor-

tantly, by constructing the lists in this way, we ensure that every feasible coalition
structure contains exactly one coalition from L∗1, and at most one coalition from
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each L∗i , i > 1. Thus, the algorithm picks a coalition, say C1, from some base case
in L∗1, and checks whether {C1} is a feasible coalition structure. If not, then the
agents in C1 are added to the negative constraints of all base cases in L∗2. This
places further constraints on the coalitions in those base cases, so as to ensure
that they do not overlap with C1. Next, the algorithm picks a coalition, say C2,
from some base case in L∗2, and checks whether {C1,C2} is a feasible coalition
structure, and so on. Eventually, all feasible coalition structures are examined. To
speed up the search, the algorithm applies a branch-and-bound technique (see [54]
for more details). This algorithm was compared to the integer programming for-
mulation in Section 5.3.3, where z contains a column for every feasible coalition,
instead of a column for every possible coalition. This comparison showed that DC
outperforms the integer programming approach by orders of magnitude.

6 Conclusions

We gave a brief overview of basic notions of cooperative game theory, followed
by a discussion of a number of representation formalisms for coalitional games
that have been proposed in the literature. We then presented several algorithms
for finding an optimal coalition structure, both under the standard representation,
and under the more succinct encodings discussed earlier in the chapter. There are
several other approaches to the optimal coalition structure generation problem,
which we were unable to cover due to space constraints; this problem continues
to attract a lot of attention from the multiagent research community due to its
challenging nature and numerous applications.

We would like to conclude this chapter by giving a few pointers to the lit-
erature. Most standard game theory textbooks provide some coverage of coop-
erative game theory; the well-known text of Osborne and Rubinstein [47] is a
good example. There are also several books that focus exclusively on cooperative
games [11, 15, 48]. A very recent book by Chalkiadakis et al. [13] treats the topics
covered in the first part of this chapter in considerably more detail than we do, and
also discusses coalition formation under uncertainty. However, its coverage of the
coalition structure generation problem is much less comprehensive than ours.

7 Exercises

1. Level 1 Compute the Shapley values of all players in the two variants of the
ice cream game described in Example 8.2. Do these games have non-empty
cores?
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2. Level 1 Argue that any n-player induced subgraph game can be represented
as a basic MC-net with O(n2) rules.

3. Level 1 Given the characteristic function shown in Table 8.1, where the
value of the grand coalition is 165, identify the optimal coalition structure
using the same steps as those of the integer partition-based (IP) algorithm.

4. Level 1 Write the pseudo-code of the dynamic programming (DP) algo-
rithm for coalition structure generation.

5. Level 2 Prove Propositions 8.2–8.5.

6. Level 2 Construct a non-monotone game in which some player’s Shapley
value is 0, even though this player is not a dummy.

C:|C|=1 v(C) C:|C|=2 v(C) C:|C|=3 v(C) C:|C|=4 v(C)

{a1} 20 {a1,a2} 40 {a1,a2,a3} 70 {a1,a2,a3,a4} 110
{a2} 10 {a1,a3} 30 {a1,a2,a4} 70 {a1,a2,a3,a5} 140
{a3} 30 {a1,a4} 30 {a1,a2,a5} 60 {a1,a2,a4,a5} 100
{a4} 30 {a1,a5} 40 {a1,a3,a4} 60 {a1,a3,a4,a5} 150
{a5} 10 {a2,a3} 40 {a1,a3,a5} 40 {a2,a3,a4,a5} 100

{a2,a4} 20 {a1,a4,a5} 80
{a2,a5} 30 {a2,a3,a4} 70
{a3,a4} 20 {a2,a3,a5} 50
{a3,a5} 65 {a2,a4,a5} 75
{a4,a5} 35 {a3,a4,a5} 75

Table 8.1: Sample characteristic function given five agents.

7. Level 2 Consider two simple games G1 = (A,v1) and G2 = (A,v2) with the
same set of players A. Suppose that a player i ∈ A is not a dummy in both
games. Can we conclude that i is not a dummy in the game G∩ = (A,v∩),
with the characteristic function v∩ given by v∩(C) = min{v1(C),v2(C)}?
What about the game G∪ = (A,v∪), where v∪ is given by v∪(C) =
max{v1(C),v2(C)}?

8. Level 2 Prove that any outcome in the core maximizes the social welfare,
i.e., for any coalitional game G it holds that if (CS,x) is in the core of G,
then CS ∈ argmaxCS∈PAV (CS).
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9. Level 2 Argue that the problem of finding an optimal coalition structure in
a weighted voting game is NP-hard.

10. Level 2 Prove that the running time of the dynamic programming algorithm
described in Section 5.2 is O(3n).

11. Level 2 Provide a formal proof of Theorem 8.6.

12. Level 3 For every pair (L1,L2) of complete representation languages con-
sidered in Section 4.3, find a family of games that can be compactly repre-
sented in L1, but not in L2, or prove that any game that admits a succinct
encoding in L1 also admits a succinct encoding in L2.

13. Level 3 Write an implementation of the different metaheuristic algorithms
outlined in Section 5.4, and run experiments to compare those algorithms
and identify their relative strengths and weaknesses. Are there other meta-
heuristic algorithms that can be used for coalition structure generation?

14. Level 3 All the algorithms in Section 5 were developed for settings where
(1) overlapping coalitions are prohibited, and (2) every coalition’s value is
not influenced by the coalition structure to which it belongs (unlike in a
partition function game, where a coalition’s value in one coalition can be
different than that in another). Extend one of those algorithms so as to deal
with settings where the aforementioned assumptions do not hold.

15. Level 4 Elkind et al. [24] show that the problem of computing the least core
of a weighted voting game admits a pseudopolynomial algorithm as well as
an FPTAS. The pseudopolynomial algorithm extends to the nucleolus [26];
however, it is not known if the problem of computing the nucleolus admits
an FPTAS. Develop an FPTAS for this problem, or prove that this is not
possible (under a suitable complexity assumption).
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