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Abstract Novelty, or abnormality, detection aims to identify patterns within data streams
that do not conform to expected behaviour. This paper introduces novelty detection techniques
using a combination of Gaussian processes, extreme value theory and divergence measure-
ment to identify anomalous behaviour in both streaming and batch data. The approach is tested
on both synthetic and real data, showing itself to be effective in our primary application of
maritime vessel track analysis.
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1 Introduction

The global picture of maritime traffic is large and complex, consisting of dense volumes of
(mostly legal) ship traffic. Techniques that identify illegal traffic could help to reduce the
impact from smuggling, terrorism, illegal fishing, etc. In the past, surveillance of such traffic
has suffered due to a lack of data. However, since the advent of electronic tracking, the amount
of available data has grown beyond an analyst’s ability to process without some form of
automation. One part of the analyst’s workload lies in the detection of anomalous behaviour
in otherwise normal appearing tracks. Our goal is to detect anomalous vessels using an
automated approach. In this paper, we exploit techniques from the field of anomaly detection,
particularly extreme value theory, to identify potential deviations from normal behaviour.
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The latter is modelled using a nonparametric Bayesian approach, namely sequential Gaussian
process regression. This is also extended by applying techniques from the field of divergence
measurement namely the Hellinger distance to construct an adjacency matrix from which
clusters or communities of vessel types can be formed and anomalous tracks identified.

An anomaly has many different interpretations depending on the context in which it is
used, i.e. it may refer to a data point arising from a different distribution, measurement
error, population variability or execution error. However, fundamentally an anomaly is a
data point that stands out in contrast to the other data points around it [5]. It is the task of
anomaly detection to infer whether this data point deviates significantly given the intrinsic
variability of the population of normal data. An effective technique should therefore be
capable of recognising and modelling data points that occur due to such anomalous events
and distinguish these from outliers associated with the tails of the reference distribution of
nonanomalous data.

This paper applies extreme value statistics to identify likely anomalous samples that are
extreme values. The probability distribution governing these extreme values is sequentially
updated to enable context-sensitive decisions. This is achieved by means of linking this dis-
tribution to a sequential Gaussian process model, which regresses the vessel’s track and
forecasts a distribution over future data. Whilst application in this manner can identify indi-
vidual anomalous points, it is unable to determine whether the entire track can be considered
an anomaly. We address this issue by undertaking unsupervised clustering of vessel tracks
to identify clusters of a given vessel class and detecting abnormalities from the track cluster.
This is achieved through bivariate Gaussian process regression modelling of vessel track
latitudinal and longitudinal data, and applying the inverse Hellinger distance in order to
discover an adjacency matrix. An unsupervised approach to clustering based on community
detection using nonnegative matrix factorisation is then used to identify communities of
similar tracks within the adjacency matrix. Anomalies can then be identified by noting a
discrepancy between the class of vessel and vessels assignment to a labelled community of
vessels.

This paper begins by providing a brief overview of existing approaches to maritime situa-
tional awareness, followed by a description of our methods for identifying anomalous tracks.
The methods section is broken down into two subsections. Firstly, the identification of anom-
alous points is considered; secondly, we consider the detection of anomalous tracks. In each
instance, the techniques are applied to both synthetic and real vessel tracks extracted from
their GPS coordinates. This is to provide both insights into the workings of the approach and
provide an empirical validation of the technique.

2 Current techniques

The field of marine anomaly detection has employed a variety of methods including neural
networks in [24], Bayesian networks in [14], support vector machines in [12], GPs in [27]
and Kalman filters in [8]. Common between all methods are two main tasks: creating a
model of normality (free from the presence of anomalies) and using a metric from this
model to (allowing for some quantifiable variability) identify anomalous points. These tasks
are inherent within the two main uses for the detection of anomalies: accommodation and
discordancy. Accommodation is the task in which the goal is to create a model of normality
that does not include anomalous observations. Discordancy tests provide a metric indicator
of a point being an anomaly. Both have different aims but within each is some model of
normality and a measure of deviation.
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Assessing the performance of these different methods is a difficult task as there exists no
established benchmarks of what are considered to be marine anomalies, therefore hindering
comparison [9]. This implies that a data set can be considered under a variety of contexts,
leading to different types of anomalies being identified on the same input data. For example, a
sequential time series analysis of a vessel track, where the previous location and the dynamics
of the vessel are considered, could highlight sudden changes in vessel dynamics, possibly
indicative of evasive manoeuvring. Such a sequential time series model has the advantage
that it can be used in online analysis, but it may miss patterns when the entire track is
considered as a whole [14]. Other indications of anomalous behaviour within the data could
be deviations from a standard route, unexpected port arrival, close approach and zone entry
[7]. Even when a particular marine anomaly has been selected for identification, the data
need to be considered in the context of external factors, for example the class of vessel, time
of day and tidal status. Since these may have to be taken into account when analysing, the
data as the form of the anomaly may vary.

Critical to marine anomaly detection is an interpretation of the data that allow the salient
features of the desired anomaly to be identified [10]. Further, models for different kinds of
anomalies may need to be combined or considered to increase the certainty of an anomaly
being detected. For example, a model identifying anomalous vessel speeds could be combined
with a model of anomalous zone entries (anomalous spatial locations). Vessels identified
as demonstrating anomalous speeds may be pleasure craft in a known unrestricted speed
location, giving false positives if simply considered only on the basis of the speed model.
Conversely, a vessel entering a port at high speed may be highly anomalous behaviour.

3 Identifying anomalous points

The approach we detail in this paper develops methods for the two main underlying tasks
within anomaly detection: modelling normality and subsequently using a cost function to
identify points as anomalous. In this section, we construct a model of normality using
Gaussian processes (GPs), which allows us to capture the dynamics of vessels in a nonanom-
alous data set without prescribing a particular parametric form (such as is required for Markov
state models, for example). The GP provides a sequentially updated posterior distribution
over unseen data, which we link to an extreme value distribution to provide a robust and
adaptive metric for anomaly detection.

3.1 Gaussian processes

In order to model the vessel track, we use a Gaussian process, providing a mechanism
to continuously predict vessel locations at any future time point, including a measure of
uncertainty about the vessel location. The GP is a stochastic process [21] that expresses the
dependent variable, y, in terms of an independent variable (called the input variable) x, via
a function f(x). This function we can see as a draw from a probability distribution over
functions,

y = f(x) ~ GP(m(x), k(x, x)),

where m (x) describes the mean function of the distribution at x and k is a covariance function
that describes the information coupling between two values of the independent variable as a
function of the distance of their respective inputs. The matrix resulting from the application
of the covariance function to a vector of input variables can then be expressed as K (x, x).

@ Springer



M. Smith et al.

The covariance function thus encodes our prior beliefs and assumptions about the function
that we wish to model [21]. Valid covariance functions can take a variety of forms, which we
quantify empirically in Sect. 4. Denoting r = |x, — x4/| as the (Euclidean) distance between
two independent values, x, and x,, we consider three covariance functions: the squared
exponential

222

k3 (r) :croz(l + ‘/?)exp(—*/jr), )

and the Matérn % covariance function

2
ksg(r) = o2exp (— r ) , )

the Matérn %

k% r) = Uozexp (—%) ) 3)

The above selection was driven by prior knowledge about typical vessel trajectories, for
example periodic kernels [21] were excluded from the set of covariance functions as the data
in our feature space are not recurrent. Hence, we opted for covariance functions capable of
reflecting the physical properties of shipping vessels, such as smoothness and differentiability.

We also assume that observations of vessel tracks are corrupted by additive i.i.d Gaussian
noise with variance component 2. Thus, the full covariance function for the observations is
given as

V(xp, xg) = k(xp, xg) + £28(1xp — x41),

where § is the Kronecker delta, which is one if p = ¢ and zero otherwise. The matrix
resulting from the application of the covariance function to a vector of input variables can
then be expressed as V (x, x).

The hyperparameters o, A and ¢ are, respectively, the amplitude, output and noise scale.
They encode the characteristics of the track and so depend on the dynamics of the vessel.
A vessel undertaking manoeuvring will not exhibit the same smooth track characteristics as
one exhibiting regular motion. Thus, the hyperparameters need to be learnt from an anomaly-
free training data set that consists of n observations, D = {(x;, y;)|i = 1, ..., n}. The x; and
y; points represent the independent and dependent variable values, respectively.

The nature of the Gaussian process is such that, conditional on the observed data, predic-
tions can be made about the function values, f(x,) at any location x,. The distribution of
these values at point x, is Gaussian

f*'x*axa y NN(f*,Var[f*])

with the mean and variance given as

fe=m(x) + K, x) Ve, 0) (y —mx)),
Var[ fi] = K (x4, x) — K(x, x,) T V(x, x) " K (x, x,). 4)

3.2 Sequential Gaussian process updates

In many real-world problems, we receive data sequentially and the data set can grow to
an arbitrarily large size. If we were to continue to update our beliefs in the light of new
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observations, we could naively repeat the matrix inversion in Eq. 4 with every observation.
This inversion is expensive as its computational complexity grows as O (n>) in the number
of samples, i.e. the dimension of V above. Closer inspection however reveals that matrix
V is changed only in the addition of a new row and column with increasing n. Hence, it is
possible to reformulate the matrix inversion as a sequential Cholesky decomposition [16],
and the entire n x n matrix inversion does not have to be recalculated each time n increases.

We decompose a matrix into the product of a lower triangular matrix, R, and its conjugate
transpose

V(x,x) 2 R(x,x)" R(x,x).
Based on this decomposition, the parameters of the predictive distribution are given as
fi
Varl fil = V(i %) = by bx x, ®)

s Xk

m(x) + by axV (x, x.),

and where a and b are given as
ay £ R(x, x)"\(y —m(x)),
by, 2 R(x,x)"\V(x,x,. (6)

When we receive new data, the V matrix is changed only in the addition of some new rows
and columns, i.e.

AV &xrm—1,X10-1) VX101, %)
V(X,X)—( V(xn, X1:0-1) V (xn, xn) )

Consequently, the Cholesky decomposition can also be computed iteratively [16], via

R(x1p1,%101) S
R(xluhxl:”): ( (xl. :)XL l) U),

where
S = R(xl:n—l»xl:n—l)T\V(xl:n—hxl:n)v
U = chol(V (x,, x,) — ST S).

Using the iterative Cholesky update, the predictive distribution, Eq. 5, can also be expressed
iteratively by computing the vector a, in Eq. 6, via the following rule

a1, = ( . apn—1 . )
' U'\(yp —m(x,) — S arn-1)

The recursion avoids the computationally expensive matrix inversion, in Eq. 4, and allows
the Cholesky factor to be expressed as an efficient update rule. Thus, the GP can be adapted to
efficiently update its belief in the light of new evidence, as necessitated for online operation.
We next consider how to further adapt the GP model in order to capture the correlation
between time varying longitudinal and latitudinal data.

3.3 Multiple-output Gaussian processes
The GP model can be adapted to consider the correlation between multiple outputs through

the parametrisation of the covariance matrix [16]. Thus, it is possible to discover the function
that describes the relationship between latitude and longitude.
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Through unconstrained optimisation, where the upper-triangular elements in the variance—
covariance matrix are re-parameterised in such way that the resulting estimate must be positive
semi-definite, we can discover the correlation between the selected output for the given inputs.

Whilst many techniques for the parametrisation of the covariance matrix exist [17], the
spherical parametrisation benefits from the computational efficiency of the Cholesky decom-
position allows the parametrisation to be expressed in terms of the variance and covariance
between outputs. In this form, it is the Cholesky factor of the output n x n covariance, which
is parameterised, ¥ = L7 (0)L(0). Thus, it can be ensured that the final covariance matrix
remains positive semi-definite. By letting L; denote the ith column of the Cholesky fac-
torisation of X and /; denotes the spherical coordinates of the first i elements of L;, where
i =2,...,n. We can then express the parameterisations as

[Li]i =[]
[Lili = [Li]1 cos((L;12)
[L;il2 = [I;]1 sin([Z;]2) cos([Z;]3)

[Li)i—1 = [L;11sin([L;]2) . . . cos([L;];)
[Lili = ;11 sin([L;]2) ... sin([Z;];).

The product of the Cholesky factor parametrisation of the output spherical covariance between
two outputs (latitude and longitude) can therefore be expressed as

_ [ 1,12 (L1121 COS([lz]z)}
11111211 cos([l2]2) 1213 '

We now consider a principled means of determining whether a new data point should be
updated into the model of normal system behaviour.

3.4 Extreme value theory

Extreme value theory has previously been used in novelty detection [11,25]. Extreme value
theory provides a probability that a data point is anomalous. A threshold probability is chosen
beyond which we can quantify a value as having not arisen from the underlying distribution.
The theory itself focuses on the statistical behaviour of M, = max{Xy, ..., X,} where
X1, ..., X, is a sequence of independent random variables with a distribution function F'.
In theory, the distribution of M,, can be derived exactly for all values of n, i.e.

PriM, <z} = Pr{iX; <z,.... X, <2}
=PriXi<z}x---x Pr{X, <z}
={F@}". )
In practice, the distribution function F' is unknown and extreme value theory allows us to
approximate this distribution. It states that the entire range of possible limit distributions for

M, is given by one of three types of cumulative distribution function, I, I1 and 11, known
as the Gumbel, Fréchet and Weibull, respectively, and given as

1:G(x) = exp[—exp [‘ (Z;ﬁ)“

—00 <7 <00 (8)
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0, =B,
11:G(z) = exp[—(i)%], > B

o p\E
111:G() = eXp[_[_ (=) ” e<p
1, 2= p

Each family has a scale and location parameter, « and S, respectively. Additionally, the
Fréchet and Weibull families have a shape parameter £ [3]. Although we have three models
to choose from, the underlying target distribution, F, in our case is assumed to be Gaussian,
due to the modelling constraints imposed by the GP. The extreme value probability is then
restricted to the analytical form of the Gumbel distribution.

Assuming that some “normal” data are identically and independently Gaussian-
distributed, one can obtain the extreme quantiles by inverting equation 8

zp = B —alog (—log (p)).

The value of p acts as a novelty threshold, below which a test point is classified “abnormal.”
The parameters o and B require estimation and typically depend on the sample size n of
the data set. As proposed in [25], we make use of decoupled estimators for & and 8 given,
respectively, as

« = (2log (n))"2 o
B = (2log (n)? — log (log () + logl(Zﬂ))~
2(2log (n))?

(10)

In the next subsection, we show how extreme value theory can be applied to anomaly detection
in Gaussian processes (GPs).

3.5 Gaussian process—extreme value theory (GP-EVT)

In much of the existing work on novelty detection using extreme value methods, the work has
focused on nonsequential conditions, or more precisely, on a fixed training data set. Whilst
the extreme value will adequately account for the changes in our belief about the location
of extreme events for a fixed sample size, the framework is rarely extended to account for
dynamic changes in the underlying generating distribution and changes in the sample size.

In this work, we model the typical system dynamics using GP regression. At some arbitrary
point in the future, say x,, we can interrogate the GP and compute the predictive (Gaussian)
distribution at that point, conditional on the trajectory’s past samples. This predictive dis-
tribution, which now features a context (time)-dependent mean, f*, and variance, Var| f],
allows rescaling of the extreme event quantile e,

e= fi+/Varlfilz, (11)

and so reflects temporal changes in the statistics of the base distribution.
In order to estimate the number density of data points n(x,) at each x, in Eq. 5, a Gaussian
kernel smoother is applied using

() = D i (X xi) (12)

i=1
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Fig. 1 A graphical model
representation of the GP-EVT
model. At the centre is the
Gaussian process (GP) that
models the track’s dynamics. It
has fixed (pre-inferred)
hyperparameters shown as grey
nodes to the left. Also shown is
the estimate of the sample size, n.
The extreme value percentile is a [ GP )< z,
deterministic node, shown as a

square box, which depends upon
p, the novelty level, and sample
size n
(:F—ﬂ@«——%:)

where m is the total number of previously observed nonanomalous observations and
¢ (x4; x;) is a (nonnormalised Gaussian) radial basis function

| x4 — X; |2
2h?

— ()

O,

&n (X5 Xi) =eXP[— .
in which x; is the most recent observation and | - | denotes the Euclidean distance. The kernel
width £ is set to be equal to twice the length scale A in Egs. 1, 2 or 3, depending on the choice
of kernel used to model the vessel tracks. This coupling of A to the GP regression model
ensures that tracks with long correlation lengths and smaller sampling rates will feature the
same sensitivity to outliers as tracks with short correlation lengths and high sampling rates.
Also, the coupling ensures that the smoothing of the sampling processes does not come at a
cost of an additional parameter that would require additional estimation.

With the expected number of observations obtained by Eq. 12, the extreme value distribu-
tion parameters can be updated in a timely fashion to reflect also the dynamics of the sampling
process. Thus, the scaling (Eq. 9), and location (Eq. 10), parameters can be estimated, using
the predicted number of data points, n(x,), contributing information at the location of interest
x4 [15], by

a(ny) = (2log (n(x,)) " (13)
and

log (log n(x,)) + log (27)
2 2log (n(xx)))?

B(n.) = 2log (n(x,))? — (14)

for a fixed novelty detection threshold, p, which in this work is set to 0.95.

To reiterate, the GP provides a mechanism to predict the distribution of future mean values
and to adjust the scaling of the extreme value quantile. Also, the kernel smoothing approach
to the sampling process provides an estimate of the future sample size. Their combination is
used for novelty detection. If the new data point value falls within a novelty measure of the
predicted value, then the new data point is included in the model update. The key advantage
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of using our approach is thus the incorporation of future uncertainty in both sampling and
observation processes to provide the means for a more accurate novelty detection algorithm.
The graphical model representation of the complete model is shown in Fig. 1.

4 Application

We demonstrate the efficacy of the approach presented in the previous section by application
to both synthetic data and real data. We use synthetic data to illustrate some of the features
of our method and provide a real-world example of its application to vessel tracks.

4.1 Synthetic data illustration

Synthetic data were generated from the Matérn% kernel, Eq. 2, with parameters setto og = 1,
A = 2and o = 0.01. Anomalies were generated by offsetting randomly selected samples
that were previously drawn from the GP by a fixed offset value, making the point anomalous
with respect to surrounding points. The GP predictive distribution was calculated for 1,000
samples within the windowed region of track, the window ending at the time period for the
new observed sample. A fixed kernel width was used in order to estimate n at each x,.

GP extreme value theory was then applied by considering each new data point with respect
to the previously learnt underlying function. If the new point falls within the predictive
uncertainty of the next data point, it is included in the sequential update, otherwise it will be
excluded. An example of such an update step is shown in Fig. 3. The new data point falls
outside the EVT bound, Eq. 11, and so has been excluded. Notice that if a data point has not
been observed for a period, the predictive uncertainty grows, allowing for the possibility of
a dynamic change in the underlying base function and the new data point to be included in
the update. In this manner, anomalous points within the data can be clearly identified whilst
accommodating for the dynamics of the underlying function and irregular observations. An
intuitive illustration of how the irregularity of observed data points affects the scaling of the
extreme value distribution, and hence our novelty bounds, is given in Fig. 2.

4.2 Vessel track anomaly detection

The GP-EVT methodology was also applied to real-world vessel track data, consisting of a
set of GPS coordinates. This is presented in an appropriate one-dimensional feature space
parameterisation, providing a means of identifying changes in vessel dynamics.

Feature extraction In order to convert data to a sufficient feature space representation, we
consider the first received data point as the beginning of the vessel track. We relate all sub-
sequent data points to it by computing both the distance and time taken from this originating
sample point. In order to take into account the approximated spherical geometry of the earth’s
surface, we calculate this distance by the application of the Haversine formula,

A = Ccosp; cos P

A AX
A6 = arctan (\/sin2 (T(p) + Asin? (2))

where ¢ and ¢ are the latitude of two points, and AX and A¢ are their differences in
longitude and latitude, respectively. This choice of feature space has the advantage of con-
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Fig.2 Simulation of the effect of varying observation density on the extreme value distribution and hence the
anomaly detection. Both plots show a snapshot from the last observed sample. In a, the observation rate is high,
whilst in b the observation rate is low. The observation density affects the location of the probability density
function of the extreme value distribution f.(y) (blue lines, lower plot), relative to the predicted Gaussian
PDF f(y) (red dashed line, lower plot), drifting closer to the base distribution as the number density of points
decreases. This is due to the relationship between the observation density and the location and scaling of the
extreme value distribution, expressed in Eqs. 13 and 14. a The sequential GP-EVT (continuous line, upper
plot) stopped at a region of high observation density. The estimate of the number of data points that contribute
to the GP inference has increased significantly, as indicated by the observation density shown in the middle
plot. Consequently, the location of the extreme value distributions, illustrated by the continuous lines in the
bottom plot, move away from the posterior predictive distributions (dashed line). b The sequential GP-EVT
(continuous line, upper plot) stopped at a region of very low observation density. The estimate of the number
of data points that contribute to the GP inference has decreased significantly, as indicated by the observation
density shown in the middle plot. Consequently, the location of the extreme value distributions, illustrated
by the continuous lines in the bottom plot, moves towards the posterior predictive distributions (dashed line)
(color figure online)

verting the GPS information into a 1D feature vector, reducing the computational demands
of processing the data. Also, the arc length between points d for a sphere of radius r and A6
is given in radians by d = r AG.
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Fig. 3 Simulation of the GP prediction and anomaly detection. The continuous line shows the predicted
mean function and the grey areas show the EVT bound of the GP predictive distribution for p = 0.95. The
bound is open to the right and widening until the next observation has been included. Once it has, the standard
deviation bound of the GP is updated, as seen between time steps 4 and 9. The dashed line shows the error
bound produced if we consider the 95 % bound from the mean function (1.64 standard deviations from the
mean). a The GP predicts forward to the new artificially perturbed data point, and by using GP-EVT, the
new observation is classified as an anomaly. b GP predicts forward after detecting and excluding the artificial
anomaly. The uncertainty bounds continue to increase (until they reach their maximum as set by the prior
distribution). The subsequent observations fall well within the error bound and so will be included in the next
update

Choice of covariance functions The choice of covariance function is crucial in the methods
ability to provide the most accurate representation of the vessel dynamics. To determine the
optimal covariance function, we investigated the performance of the standard squared expo-
nential kernel, Eq. 1, Matérn% ,Eq. 2, and the Matérn% kernel, Eq. 3. Clean, i.e. anomaly-free
training data, was extracted from the training corpus and the GP kernel function parameters
were estimated by maximising the marginal likelihood of the data [21]. The likelihoods were
standardised to the training data length, and the mean standardised likelihoods are shown in
Table 1.

The results suggest almost comparable performance, in terms of goodness of fit, of all three
tested covariance functions. However, as shown in Fig. 4, there is a substantial difference
in the robustness. The Matérn% kernel frequently finds poorer fits to the data. The squared
exponential performs in the middle range, occasionally finding worse solutions than the
Matérn% kernel but better than the Matérn% kernel.
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Table 1 Table of mean standardised likelihood scores for the Matém%, Matém% and standard squared
exponential kernels

Matérn3 Matérn § SE

0.3345 0.3312 0.3337

Fig. 4 Box plot of log scores for ® +
. . . 0.45 + g
the different covariance functions g
i o +
applied to each track B o4 t |
8 i :
g : ;
£ 0% =2 —— — = ]
~ N [E— L
= 03} + 4‘; 1
D +
o
— +
- 0.25 i 4
@
1]
S
g 02 + R
°
C
e‘,!; 0.15 + 1
Matern 3/2 Matern 1/2  Squared exponential

Y
Normalised Distance

-3 . .

I R 0 0.02 0.04 0.06 0.08 0.1 0.12
Time Difference

Fig. 5 Sequential GP-EVT method applied to a dredging vessel operating off the coast of France near Le
Havre. a A plot of the GPS track in which there were no detected anomalies. b Sequential predictions applied
to feature-extracted data, also showing that all data points fall within the EVT bound

Vessel track modelling The methodology was also applied to real-world vessel track data.
The Matérn % kernel was chosen to model the underlying dynamics using hyperparameters
learnt from anomaly-free training data, which were chosen to be sufficiently long enough so
that the underlying dynamics of the vessels could be captured.

Figure 5 shows an example vessel track without outlying points. The track is from a dredger
that follows a smooth trajectory and does not make any sudden changes in acceleration. Shown
in Fig. 5b are the sequential EVT bounds sea-sawing until the next observation arrives. All
observations fall well inside the predictive boundary of the GP-EVT bound, and consequently,
no anomalies are detected.
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Fig. 6 Sequential GP-EVT method applied to a small vessel operating off the coast of France near Cherbourg
and whose track suggests unusual navigation behaviour. a A plot of the GPS track in which there were several
detected anomalies. b Sequential predictions applied to feature-extracted data, also showing some data points
that fall outside the GP-EVT bound. ¢ Magnified section of the plot in b. The GP-EVT bound has predicted
forward to the new data point and included the point in the update

Figure 6 shows an example of a vessel track with some points, which our model labels as
anomalies. As can be seen in Fig. 6a, the vessel remains within a confined area and there are
short sudden movements, Fig. 6b. These are marked as anomalies and are perhaps the result of
the vessel drifting, manoeuvring or being moored. Figure 6¢ also shows an enlarged section
of the sequential computation of the EVT bound and makes clear the nonlinear relationship
between the GP standard deviation bound and the actually computed EVT bound, which
includes essential parameters such as the inferred number of observations.

5 Comparison of GP-EVT with a traditional Kalman filter approach

In this section, we compare a traditional approach to anomaly detection with our Gaussian
process and EVT approach. The traditional approach uses a Kalman filter (KF) to model
the normal behaviour of the ship and then determines that the data are anomalous if it is
more than a fixed number of standard deviations from the mean [13] (typically 3-5 standard
deviations). This approach to anomaly detection we term the gating approach.
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Table2 AUC for KF using the near-constant velocity model (with and without EVT) and GP using a Matém%
model (again with and without the EVT)

GP-EVT GP KF-EVT KF

0.8032 0.7889 0.6545 0.6119

This was repeated for a range of confidence regions at 1, 1.64, 3 and 5 standard deviations. Correspondingly,
the confidence region of the GP and KF using the extreme value approach was set by selecting probabilities
of 0.84, 0.95, 0.99 and 0.999

Further, the KF approach requires a process model of the normal behaviour of the ship.
Typically, a near-constant velocity model is chosen to model the continuous trajectory without
imposing any excessive smoothness on the trajectory [4]. We compare our approach to a KF,
which uses the near-constant velocity model. This provides a fair comparison as both Matérn%
and constant velocity models are second-order differentiable. We further investigate both a
traditional KF using the standard deviation gating approach to exclude anomalies and a KF
that uses the EVT in a manner similar to the GP. In so doing, we are able to compare both
models of normal ship behaviour (namely the Matérn% and the near-constant velocity model)
and also both approaches to detecting and excluding anomalies (namely the EVT and standard
deviation gating approaches).

When using the KF and GP, the mean and standard deviation were predicted forward to
the same time step as the new observation. If the point lies within a pre-chosen confidence
region (defined as a multiple of the standard deviation about the mean), it is included in the
update. ROC curves were plotted for the results. The resulting area under curve (AUC) which
compares the KF using the near-constant velocity model (with and without EVT) against the
GP using a Matérn% model (again with and without the EVT) is shown in Table 2.

We note that both the KF and GP performances are significantly improved using the EVT
as opposed to gating. This is due to the fact that the gating approach uses a fixed threshold,
which does not take into account the density of observations ,i.e. as we observe more samples,
we gain a better understanding of the true distribution of values. The EVT, however, uses
a dynamic threshold, which takes into account the density of observations therefore better
utilises available information to adjust the threshold.

Although the results indicate a significant improvement of our model over the KF approach,
this is a limitation of the near-constant velocity model used and not a critique of KF-based
methods. We note that the Matérn% GP model can be efficiently implemented within the KF
as a Markov process model [6]. Furthermore, it is possible to implement the near-constant
velocity model as a GP model, see, for example, [22]. Thus, it is possible to match the AUC
of the KF approach and GP approach by replacing the near-constant velocity model in the
KF by the Markovianised Matérn model [6].

However, the results illustrate the significant improvement obtained using EVT as opposed
to a simple gating mechanism based on the number of standard deviations between a datum
and the expected position of the ship.

6 Identifying anomalous tracks
Whilst the previous section dealt with the identification of anomalous points, it does not allow

the track to be considered as a whole. Thus, patterns and abnormalities at a broader scale may
be missed. To address this issue, we cluster the nonanomalous vessel tracks and then detect
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abnormalities from the identified cluster. Discovery of clusters is dependent on identifying
tracks with similar characteristics, as determined by the characteristics of the vessel class.
We discover similarity (or adjacency) through the use of GP modelling and application of
the Hellinger distance.

6.1 Hellinger distance

Detection of clusters is dependent on the creation of a matrix of distances (an adjacency
matrix); in this instance, this is not simply a distance in the spatial sense but must express
the distance in the intrinsic dynamics that created the track, i.e. the track shape. Fortunately,
the GP describes a draw from a probability distribution over functions, and many distance
measures between probability distributions exist [1]. However, only true metrics produce a
symmetric adjacency matrix [2]. The Hellinger distance is one such measure of similarity
between two probability distributions and is defined as

1 2
B (f (). 8 () = 5 / (VI = Ve®) d,

2

We consider the case in which f and g are GPs, defined via their mean and covariance
functions.

In order to simplify the derivation of the squared Hellinger distance, 1 between GPs, it
can be assumed that both distributions have the same zero mean, u F=MRe = 0, which we
ensure within the data by trend removal. Thus, the squared Hellinger distance can take the
simplified form

1 Ly -2
Tt a%

W (f(xipmp Bf), g (x: e, Bg)) =1 )
(7 ety 2) s (eig. Bg) =1 = ey

5)

Thus, in this case, the distance metric is dependent only on the choice of kernel function used
to model the data.

Application of a GP model to each track and estimation of the track hyperparameters
through maximising the marginal likelihood of the data allow the track dynamics to be
inferred. The combination of GPs and the Hellinger distance in this manner provides the abil-
ity to define a measure between two stochastically sampled functions. Comparison between
tracks can be made through the generation of a covariance matrix using hyperparameter
values inferred from the GP applied to each track and a common input scale. An adjacency
structure can then be formed by calculating the inverse distance between each GP.

6.2 Community detection

The use of inverse Hellinger distance between GPs allows us to map our data to a relational
space, where each pair i, j of vessel tracks is assigned a similarity value s;;. We encode all
similarity pairs to a matrix S, so that s;; is the degree of coupling between the paths of vessels
i and j. From such relational structure, we seek to apply an appropriate clustering scheme
in order to extract classes of vessels that exhibit similar movement patterns. In Reece et al.
[23], we note tracks were clustered using GPs and in which the most likely mixture model
for the data was identified, this corresponding to the cluster or community for a given type
of track. The distance measure in this instance was the likelihood function. Unfortunately,
this method scales poorly with the number of tracks.
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By treating S as an adjacency matrix from a network analysis perspective, where N vessels
are nodes and similarities (in the Hellinger metric sense) are link weights, we apply the idea
of community detection [18], in order to discover the groups of strongly connected nodes, so
that a given vessel i has more similar paths with vessels inside a community than with the
ones outside.

Towards the above goal, we employ a Bayesian nonnegative matrix factorisation (NMF)
scheme [19], which has already been successfully applied to a wide range of community
detection problems [19,20,26]. In this approach, communities are treated as explanatory
latent variables for the observed link weights, so that the stronger the similarity between two
vessel paths the more likely it is that they belong to the same community. We extract such
latent grouping via an appropriate factorisation of S ~ WH, S € RV*N W HT € RV*K|
where both the inner rank K and the factor elements w;, h; are inferred via an appropriate
maximum a posteriori (MAP) scheme. This model has the advantage of not only discovering
overlapping communities (soft-partitioning) but also quantifying how strongly each vessel
belongs to a particular class. Such result allows us to quantify how the broadcast vessel class
“disagrees” with the one we infer from the path similarity matrix. It also avoids the scaling
issues as posed by the method proposed in [23].

6.3 Detecting anomalous tracks

Anomalous tracks can be identified by noting those tracks not assigned to a vessel community,
i.e. those that have track characteristics sufficiently different from all other vessel tracks and
are not assigned to a cluster. Additionally, we can identify discrepancies between the class of
vessel from which the vessel claims to belong and the cluster to which it has been assigned.

Furthermore, we note that once a reference cluster has been formed using the NMF
community model, and a soft membership score 7; obtained for each node, then subsequent
tracks can be tested using extreme value theory. By taking each of the distances d; between
tracks in a cluster, the standard deviation of the group can be calculated

1 N
NZﬂ',dlz,

i=

where N is the number of distances within the group. Selecting the track with the highest
probability of belonging to the community as the centroid, we can now test subsequent tracks
to identify anomalies with respect to the cluster. For example, a vessel claiming to belong to
a given vessel class can be tested against a reference community to identify anomalies with
respect to the test community. Extreme value theory can again be applied in the same manner
as used previously, estimating the variability of the population based on the observation
density. The distance between a given test track and the group centroid can then be determined
and appropriately scaled to the group using the standard deviation calculated above.

7 Application
We demonstrate the efficacy of the method through application to both real and synthetic data.

Synthetic data are used to illustrate the principles behind the methodology, and a real-world
example is used to demonstrate its applicability.

@ Springer



Maritime abnormality detection

7.1 Synthetic data illustration

Data were generated from a multiple-output GP using a Matérn % kernel with known scaling
parameters. For the first 6 generated functions, Fig. 7a, hyperparameter values of ¢ = 5 and
A = 0.01 were, respectively, assigned to the output and noise scale. Additionally, the output
correlation hyperparameters were assigned values [/1]; = 0.1, [l2]; = 0.1 and [l2], = 0.1,
and these hyperparameter values will be referred to as set A. A further 6 functions were
generated from a GP, Fig. 7b, with hyperparameter values of ¢ = 20, A = 0.01, [/;]; = 0.02,
[[2]1 = 0.02 and [/2]» = 0.02, and these hyperparameter values will be referred to as set B.

Inferring hyperparameter values from the generated functions and taking the inverse of the
Hellinger distance metric between tracks provides for the creation of an adjacency matrix,
Fig. 8. This allows a clear split in the data to be identified.

v -04 0

Fig. 7 Plots of points drawn from a multiple-output GP and the subsequent multiple-output GP regression.
a Functions generated from a multiple-output GP with hyperparameter values of ¢ = 5, A = 0.01, [/1]; = 0.1,
[l2]1 = 0.1 and [I3]» = 0.1 (set A). The mean function using the inferred hyperparameter values is shown
plotted through the sample data. b Functions generated from a multiple-output GP with hyperparameter values
ofe =20,1 =0.01, /111 =0.02, [I2]; = 0.02and [/3]» = 0.02 (set B). The mean function using the inferred
hyperparameter values is shown plotted through the sample data

2 4 6 8 10 12

Fig. 8 Synthetic data example: matrix of the inverse Hellinger distance (adjacency) between inferred func-
tions. The axis of the matrix corresponds to (in order) the distance between functions 1 through 6 (generated
from set A hyperparameters) and then functions 7 through 12 (generated from set B hyperparameters). Dis-
tances which are very close to one another have a value close to 1 and further apart close to zero, this is as
represented via the colour bar to the right of the figure (color figure online)
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Application of the network NMF community detection then correctly identifies functions
1 through 6 (generated from set A hyperparameters) as being from one community, and
functions 7 through to 12 as belonging to a distinctly separate community (generated from
set B hyperparameters).

7.2 Vessel track anomaly detection

The outlined methodology was also applied to real-world vessel track data. The data consist
of a set of collected AIS data, and this was combined with the registered vessel information
in order to identify the class of vessel. As such, the data collected can be used to evaluate
the methodology due to possession of the ground truth. A small illustrative test set of data
is used to provide a means of illustrating the technique. The tracks used were for cargo ves-
sels shown in Fig. 9, fishing vessels shown in Fig. 10 and sailing vessels shown in Fig. 11.
The inverse Hellinger distance (adjacency) between tracks is shown in Fig. 12. The result-
ing community structure from the application of the aforementioned technique is shown in
Fig. 13.

Abnormalities can be identified in Fig. 13 by noting those tracks unassigned to a commu-
nity (Tracks 8—12). The majority of the unassigned tracks belong to the sailing vessel class
Fig. 11, and it can noted that these tracks do not exhibit common movement characteristics.

Cargo 1 Cargo 2

Longitude
Longitude
°

0.4

0
-0.5

Latitude -1 o " Time

(b)

Cargo 3 Cargo 4

Longitude
Longitude

Latitude ~ -04 o Time Latitude =0 0 Time

(© (d)

Fig. 9 GP multiple-output regression through cargo vessel GPS coordinates
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-0.005
Latitude 004 0 Tjme Latitude 00t 0 Time
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Fig. 10 GP multiple-output regression through fishing vessel GPS coordinates

-0.02

8 Conclusion

Extreme value theory has proven to be an extremely successful framework for anomaly
detection. Unlike novelty detection based directly on the sample distribution, extreme value
distributions capture our beliefs that extreme events should become more extreme if large
numbers of measurements are expected and vice versa. Such detection, however, has to be
dynamic, context-sensitive and timely if it is to be useful for marine tracking. Extreme value
distributions alone are not readily adapted to perform this task.

In this paper, we present an alternative to endowing extreme value distributions directly
with dynamic properties. Our approach simultaneously models the dynamic properties of
the underlying extreme value generative distribution and the dynamic properties of the data
sampling process. To our knowledge, this is the first time that extreme value distributions
have been made dynamic through the use of GPs.

Our approach offers several advantages. GPs provide a flexible, nonparametric and intu-
itive tool to describe typical vessel dynamics. Also, measurement and prediction is performed
in continuous time, thus allowing on-demand anomaly detection. The sequential update of
the GP covariance matrix bypasses the need for inverting massive matrices and substantially
reduces the computational burdens for which GPs are well known.

Our empirical experiments on vessel data suggest that the method is capable of detect-
ing anomalies that resemble mooring or drifting and unexpected departures from regular
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Latitude 2 o " Time

(0

Fig. 11 GP multiple-output regression through sailing vessel GPS coordinates

2 4 6 8 10 12

Fig. 12 Vessel track data: matrix of the inverse Hellinger distance (adjacency) between inferred functions for
the vessel data. The axis of the matrix corresponds to (in order) the distance between the functions inferred
for cargo vessel tracks 1-4, fishing vessel tracks 5-8 and sailing vessel tracks 9—12. Distances which are very
close to one another have a value close to 1 and further apart close to zero, this is as represented via the colour

bar to the right of the figure (color figure online)

movements. The sample size prediction plays the important role of adapting the observa-
tion process in time. As the effective sample size reduces, the extreme value distribution
approaches the regular Gaussian distribution, as Eq. 7 suggests. With increasing density of
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%06
@

o ©

Fig. 13 Network diagram illustrating the relationship between different vessel types. Each edge connection
is weighted (illustrated by the varying edge thickness), the weights being determined by the inverse Hellinger
distance between them. Nodes 1—12 relate to the different classes of vessel, cargo (/—4) Fig. 9, fishing (5-8)
Fig. 10 and sailing (9-12) Fig. 11. Different colours relate to the different communities within the data, and
the membership score of each node per community is defined by the pie chart. The black nodes are unassigned
and do not belong to a given community (color figure online)

observations, however, the extreme value distribution diverges and EVT bound increases.
Although the choice of GP kernel function becomes less critical with increasing amounts of
data, for smaller sample sizes, the kernel function is critical and our empirical results have
shown that the Matérn % kernel outperforms the near-constant velocity model.
Furthermore, by moving away from the detection of anomalous points and considering
the similarity between tracks via use of the Hellinger distance between Gaussian processes,
we have provided a methodology in which anomalous tracks can be detected. A more appro-
priate application of the work may be in identifying deviations from typical shipping routes.
Vessels which are forced to operate under certain operating conditions may belong to a com-
munity where their tracks are forced to take a restrictive form, conditioned by the operating
conditions. Vessels deviating from the constrained conditions may have a distinctly different
functional form which may be identified as belonging to a different community structure.

9 Future work

The representative choice of distance as the dependent variable feature for anomaly detection
is open to discussion. Whilst it provides a single dimension and, thus, fast estimation, it does
fail to capture some aspects of ship tracks. To capture such features, the GPS coordinates can
be simultaneously modelled with a bivariate GP and extrema modelling.

The training using typical vessel tracks will be extended to shipping lanes and vessel types.
This allows anomaly detection not just on the basis of individual points but entire tracks and
so offers the possibility of preventing accidents such as that of the MS Costa Concordia early
in 2012. Kernel regression-based prediction of the sample size can be readily extended using
Poisson processes.
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10 Appendix

Derivation of the Hellinger metric, Eq. 15.
The squared Hellinger distance is a measure of similarity between two probability distri-
butions and is defined as

1 2
(@ gen =3 [(V® - Vew) ax (16)

where f (x) and g (x) denote probability distributions. Equation 16 can alternatively be
expressed as

R (@gen=1- [ (VFevem)ar

In the instance distributions f (x) and g (x) are multivariate Gaussian, the Hellinger distance
would take the form

W (f (x5 mp, Zp) s g (x5 mg, Z))
1 1
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The terms inside the exponents can also be combined and expressed in quadratic form,
(x=pu5TC '(x — u*) + B, by making the following associations
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The integral can now be solved and the expression simplified
W (f (x). g (x)
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Under the assumption that both distributions have the same zero mean, p ;= Re = 0, this
can be further simplified
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To avoid the inverse covariances in this form, the fraction can be multiplied top and bottom

_1
by (| TrllZg |) 2, in addition to the application of the determinant identity |AB| = |A||B|,
thus

W (f (ximp =0.%7) g (x: g = 0. %))
1 ly -4

—1_ 13Ef + 32l 2

Tl 1

|Zpl"4[Xgl™4

1 1
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It can be noted, as a means of verifying the result, that by setting ¥ = o2, the form is
consistent with the Hellinger distance between two univariate Gaussian distributions when
ur = g = 0 namely

2
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