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Constrained DEC-POMDPs

DEC-POMDP: <  I, A, R, S, T, Ω,O> 
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• Ck: Constraint function 
• ck:  Limited budget 
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Policy tree representation
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I A local policy of agent i , qi : Ω∗i → Ai, and a joint policy is a set
of local policies, ~q = 〈q1,q2, · · · ,qn〉, one for each agent.

I The value of a joint policy ~q is defined as
V (s, ~q) = R(s, ~a) +

∑
s′∈S

P(s′|s, ~a)
∑
~o∈~Ω

O(~o|s′, ~a)V (s′, ~q~o)

I The goal is to find a joint policy ~q∗ that maximizes

V (b, ~q∗) = max
~q

∑
s

b0(s)V (s, ~q)

.

Sample-based policy iteration
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Technical details

I Belief and cost sampling:

1. Reachable belief: b(s) = 1
w

N∑
j=1
{wj : sj = s}

2. Admissible cost: dk =
∑

t
Ck(st, ~at)

where wj =
∏
i∈I

p(qt
i |q

t−1
i ,ot

i ) and w =
∑

j
wj.

I Policy improvement:

max
x ,y

∑
~a

∏
i∈I

xai|qi[Rb,~a +
∑
s′,~o

Ps′,~o |b,~a
∑
~q ′

∏
i∈I

yq′i |qi ,ai ,oiVs′, ~q ′] s.t.

1. The cost constraints:∑
~a

∏
i∈I

xai|qi[Cb,~a +
∑
s′,~o

Ps′,~o |s′,~a
∑
~q ′

∏
i∈I

yq′i |qi ,ai ,oiUs′, ~q ′] ≤ ck − dk

2. The probability constraints:∑
ai∈Ai

xai|qi = 1;∀ai ∈ Ai,oi ∈ Ωi,
∑

q′i∈Qi

yq′i |qi ,ai ,oi = xai|qi

where xai|qi, yq′i |qi ,ai ,oi are variables of each agent i ’s policy, b is
the sampled joint belief state, and dk is the admissible costs.

I Repeat the above two steps until converge.

Experiments
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Results of DEC-POMDP Common Benchmark Problems 
(TBDP: [Wu et al., AAAI 2010]) 


