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Motivation 
Crowdsourcing systems: 

combine machine intelligence with mass of human intelligence 

Expert crowdsourcing: 
New challenges: quality of work matters 

•  Hiring a worker is costly 
•  Limited by a financial budget 

Existing systems: oDesk, freeLancer, eLance,  
geniousRocket, blurGroup 

Model Description 
Bounded Multi-Armed Bandit model 
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•  N workers, financial budget B 
•  Each worker i: 

•  Hiring cost  
•  Working task limit 

Objective: maximise the total quality of assigned work, w.r.t. 
budget B  

•  Quality of work: drawn 
from unknown distribution 
with expected value  

Offline version: Bounded knapsack 
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Online learning 
Bounded Epsilon-first:  

•   Exploration: uniformly assign tasks to workers 

•   Exploitation: form a bounded knapsack from estimates  
      + solve with density ordered greedy 

: estimate of worker i’s expected quality 

Performance analysis 
Empirical Evaluation 


