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ABSTRACT

Due to the reliance on the textual information associated
with an image, image search engines on the Web lack the
discriminative power to deliver visually diverse search re-
sults. The textual descriptions are key to retrieve relevant
results for a given user query, but at the same time provide
little information about the rich image content.

In this paper we investigate three methods for visual di-
versification of image search results. The methods deploy
lightweight clustering techniques in combination with a dy-
namic weighting function of the visual features, to best cap-
ture the discriminative aspects of the resulting set of images
that is retrieved. A representative image is selected from
each cluster, which together form a diverse result set.

Based on a performance evaluation we find that the out-
come of the methods closely resembles human perception of
diversity, which was established in an extensive clustering
experiment carried out by human assessors.

Categories and Subject Descriptors

H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing; H.3.5 [Information Storage and

Retrieval]: Online Information Services

General Terms

Algorithms, Experimentation, Performance

Keywords

Visual diversity, Flickr, image clustering

1. INTRODUCTION
The common modality used for image search on the web is

text, used both in indices of large search engines or in a more
restricted environment such as social media sites like Flickr.
Although not without its flaws, the assumption that a rele-
vant image resides on a web page surrounded by text that
matches the query is reasonable. Along the same lines, tags
and textual descriptions of photos prove to be powerful ways
to describe and retrieve images that are uploaded daily in
massive quantities to dedicated sharing sites. The retrieval
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models deployed on the Web and by these photo sharing sites
rely heavily on search paradigms developed within the field
Information Retrieval. This way, image retrieval can benefit
from years of research experience, and the better this tex-
tual metadata captures the content of the image, the better
the retrieval performance will be.

It is also commonly acknowledged that a picture has to be
seen to fully understand its meaning, significance, beauty, or
context, simply because it conveys information that words
can not capture, or at least not in any practical setting.
This explains the large number of papers on content-based
image retrieval (CBIR) that has been published since 1990,
the breathtaking publication rates since 1997 [12], and the
continuing interest in the field [4]. Moving on from simple
low-level features to more discriminative descriptions, the
field has come a long way in narrowing down the seman-
tic gap by using high-level semantics [8]. Unfortunately,
CBIR-methods using higher level semantics usually require
extensive training, intricate object ontologies or expensive
construction of a visual dictionary, and their performance
remains unfit for use in large scale online applications such
as the aforementioned search engines or websites. Conse-
quently, retrieval models operating in the textual metadata
domain are therefore deployed here.

In these applications, image search results are usually dis-
played in a ranked list. This ranking reflects the similarity
of the image’s metadata to the textual query, according to
the textual retrieval model of choice. There may exist two
problems with this ranking.

First, it may be lacking visual diversity. For instance,
when a specific type or brand of car is issued as query, it
may very well be that the top of this ranking displays many
times the same picture that was released by the marketing
division of the company. Similarly, pictures of a popular hol-
iday destination tend to show the same touristic hot spot,
often taken from the same angle and distance. This absence
of visual diversity is due to the nature of the image annota-
tion, which does not allow or motivate people to adequately
describe the visual content of an image.

Second, the query may have several aspects to it that are
not sufficiently covered by the ranking. Perhaps the user is
interested in a particular aspect of the query, but doesn’t
know how to express this explicitly and issues a broader,
more general query. It could also be that a query yields so
many different results, that it’s hard to get an overview of
the collection of relevant images in the database.
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(a) Tiger print mammal

(b) New model at expo

(c) Behind bars

(d) Oldtimer in street (e) Lady at expo (f) Black mammal

Figure 1: Example clustering: output of the recip-

rocal election algorithm for query jaguar. Cluster

representatives are indicated by a red border.

We propose to create a visually diverse ranking of the
image search results, through clustering of the images based
on their visual characteristics. To organize the display of
the image search results, a cluster representative is shown
to the user. Depending on the interest of the user in one of
the representatives, he can then explore the other images in
that cluster. This approach guarantees that the user will be
presented a visually diverse set of images.

An example clustering of one of our algorithms is given in
Figure 1. The example uses the ambiguous query ”jaguar”.
The image search result is not only ambiguous from a topical
point of view (car, mammal), but also from a visual point of
view. The algorithm separates mammals with a tiger print
from black mammals and mammals behind bars. It also
groups pictures from a new car model at an expo from cars
in the street, and groups the accidentally found pictures of
a lady at a car expo. The cluster representatives together
form a diverse set of image search results.

1.1 Outline and contributions
In this paper we introduce new methods to diversify im-

age search results. Given a user query, we first determine
dynamically appropriate weights of visual features, to best
capture the discriminative aspects of the resulting set of im-
ages that is retrieved. These weights are used in a dynamic
ranking function that is deployed in a lightweight clustering
technique to obtain a diverse ranking based on cluster repre-
sentatives. We propose three clustering algorithms that are
both effective and efficient, called folding, maxmin and re-
ciprocal election. In the case of folding, the original ranking
is respected by preferring higher ranked items as represen-
tatives over lower ranked items. Maxmin on the other hand
discards this original ranking and aims for maximal visual

diversity of the representatives. The key idea behind re-
ciprocal election is to let each image cast votes for other
images that it is best represented by: a strategy close to the
intuition behind a clustering.

We have implemented the methods and performed a per-
formance evaluation in a large scale user-study using 75 top-
ics of both an ambiguous and non-ambiguous nature.

2. RELATED WORK
In context of the general task of this paper, we discuss

the related work by first discussing the state of the art in
image clustering, and then by focusing on related work in
diversifying search results.

2.1 Image clustering
Most image clustering techniques are not dynamic, and

therefore not suitable for clustering image search results.
First off, we are only interested in unsupervised clustering
techniques, which makes techniques such as presented in [7]
unsuitable for our task. Furthermore, clustering techniques
often partition the entire database to facilitate faster brows-
ing and retrieval [6].

In [10] a method for extracting meaningful and represen-
tative clusters is presented that is based on a shared nearest
neighbors (SNN) approach that treats both content-based
features and textual descriptions (tags). They describe, dis-
cuss and evaluate the SNN method for image clustering and
present some experimental results using the Flickr collec-
tions showing that our approach extracts representative in-
formation of an image set. Such techniques are often effec-
tive, but require a lot of processing power to produce a final
clustering. When clustering image search results, the input
varies depending on the user’s query and it is essential that
the clustering technique is not only effective, but the results
can be efficiently computed.

In our case, we want the approach to be dynamic such that
it best captures the particular context of the user’s query.
We’ll therefore rely on a dynamic ranking strategy, which al-
lows us to dynamically weight the importance of the visual
dimensions such as color, shape an texture, in combination
with lightweight clustering strategies. Although not incor-
porated in the current implementation, we can easily extend
the dynamic ranking strategy to include a textual modality
as is used in the aforementioned related work.

In Cai et al. [2] the problem of clustering Web image search
results is studied, by organizing the results into different se-
mantic clusters that facilitates users’ browsing. They pro-
pose a hierarchical clustering method using visual, textual
and link analysis that is mainly targeted at clustering the
search results of ambiguous targets. In a related paper by
Wang et al. [18], also from Microsoft, they evaluate a differ-
ent approach, named IGroup, for semantic clustering of im-
age search results, based on a textual analysis of the search
results. Through a user study they report a significant im-
provement in terms efficiency, coverage, and satisfaction.

2.2 Diversity in search results
In our prior work, we have studied the diversification of

image search results in two different contexts. In [19], we
have presented a method for detecting and resolving the
ambiguity of a query based on the textual features of the
image collection. If a query has an ambiguous nature, this
ambiguity should be reflected in the diversity of the result
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set. Furthermore, in [16] we have presented how the topical
(textual) diversity of image search results can be achieved
through the choice of the right retrieval model. The focus in
the current paper is on visual diversity of the search results.
Our solution for the visual diversity builds upon the results
of these two papers, as it takes as input the ranked list of
images produced by the retrieval models for topical diversity.

In Zhang et al. [22] diversity of search results is examined
in the context of Web search. They propose a novel ranking
scheme named Affinity Ranking to re-rank search results by
optimizing two metrics: diversity and information richness.
More recently, Song et al. [13] also acknowledge the need
for diversity in search results for image retrieval. They pro-
pose a re-ranking method based on topic richness analysis to
enrich topic coverage in retrieval results, while maintaining
acceptable retrieval performance.

Zeigler studied topic diversification to balance and diver-
sify personalized recommendation lists in order to reflect the
user’s complete spectrum of interests [23]. Although their
system is detrimental to average accuracy, they show that
the method improves user satisfaction with recommendation
lists, in particular for lists generated using the common item-
based collaborative filtering algorithm. They introduced an
intra-list similarity metric to assess the topical diversity of
recommendation lists and the topic diversification approach
for decreasing the intra-list similarity.

In a different setting, Yahia et al. [21] propose a method
to return a set of answers that represent diverse results pro-
portional to their frequency in the collection. Their algo-
rithm operates on structured data, with explicitly defined
relations, which differs from our setting, as we aim to di-
versify through visual content based on a dynamic ranking
strategy, rather than using predetermined fractions.

3. IMAGE SIMILARITY
One of the key elements to any clustering algorithm or

retrieval system, is a similarity measure between the ob-
jects. In content-based image retrieval or clustering, it is
common to use several features simultaneously while calcu-
lating the similarity between images. These features repre-
sent different aspects of the image, such as color features,
edge features, texture features, or alternatively concept de-
tectors [11]. Each feature has its own representation (e.g. a
scalar, a vector, a histogram) and a corresponding matching
method (e.g. Euclidean distance, hamming metric).

The fusion of different modalities into a single ranking is
not trivial. Various techniques have been proposed to effec-
tively fuse multiple-modalities into a single ranking, using a
simple linear weighting, principle component analysis [15],
or by using a weighted schema for aggregating features based
on document scores [20].

In this paper we introduce a dynamic ranking strategy
that weights the importance of the different features based
on the (normalized) variance of the similarities of all images
in the results set. In our case, the similarity measure de-
fined on the images has to reflect visual similarity, but the
clustering algorithms presented in this paper work with any
distance measure between two images.

In this section we first describe the dynamic feature weight-
ing funtion that implements the ranking strategy, followed
by a short description of the 6 well-known visual image fea-
tures that we have adopted for our experiments.

3.1 Dynamic feature weighting
Based on the features described below, the similarity be-

tween two images can be expressed in 6 similarity values.
These values, that may be of entire different range and dis-
tribution, need to be aggregated into one value for use in
the clustering algorithm. Moreover, it is a priori unclear
what the relative importance is of these features within the
context of a specific set of image search results.

One assumption we make, is that the images retrieved
by the textual retrieval model are topically relevant to the
query. For each feature, we then calculate the variance over
all image similarities within the set of image results. This
variance is used as a weighting and normalizing factor at
the same time. The image similarity according to a certain
feature is divided by the variance of that feature in the result
set. This brings image similarities according to different
features in a similar range, and assigns a larger weight to
features that are a good discriminator for the results that
are presented to the user. The rationale is that when the
variance of a certain feature is small, the images in the result
set resemble each other in terms of that feature closely and
thus it is a striking feature for this specific set.

More formally, the similarity between two images a and b
is calculated as follows:

d(a, b) =
1

f

f
X

i=0

1

σ2
i

di(a, b)

, where f is the total number of features, di(a, b) is the
similarity between a and b in terms of the i-th feature and
σ2

i is the variance of all image similarities according to the
i-th feature within this set of image search results.

3.2 Features
For our experiment we have extracted 6 visual features

from each image to capture the different characteristics such
as the color, shape and texture of an image. Below follows
a short description.

Color histogram. A color histogram describes the global
color distribution in an image. To compute the color
histogram, we define a discretization of the RGB color
space into 64 color bins. Each bin contains the number
of pixels in the image that belong to that color range.
Two color histograms are matched using the Bhatta
Charrya Distance [1].

Color layout. Color layout is a resolution invariant com-
pact descriptor of colors used for high-speed image re-
trieval [11]. Color layout captures the spatial distri-
bution of the representative colors in an image. The
image is divided into 64 blocks. For each block a rep-
resentative color is obtained using the average of the
pixel colors. Every color component (Y CbCr) is trans-
formed by a 8x8 DCT (discrete cosine transformation)
obtaining a set of 64 coefficients, which are zigzag-
scanned and the first coefficients are nonlinearly quan-
tized.

Scalable color. Scalable color can be interpreted as a
Haar-transform applied to a color histogram in the
HSV color space [11]. First, the histogram (256 bins)
values are extracted, normalized and nonlinearly map-
ped to a 4-bit integer representation. Afterwards, the
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Haar transform is applied across the histograms bins
to obtain a smaller descriptor allowing a more scalable
representation. Two feature vectors are matched using
a standard L1−norm.

CEDD. The color and edge directivity descriptor (CEDD)
incorporates both color and texture features in a his-
togram [3]. It is limited to 54 bytes per image mak-
ing this descriptor suitable for large image databases.
First, the image is split in a preset number of blocks; a
color histogram is computed over the HSV color space.
Several rules are applied to obtain for every block a 24-
bins histogram (representing different colors). Then 5
filters are used to extract the texture information re-
lated to the edges presented in the image and classified
in vertical, horizontal, 45-degree diagonal, 135-degree
diagonal and non-directional edges. Two descriptors
are matched using the Tanimoto coefficient.

Edge histogram. The edge histogram represents a local
edge distribution of the image [11]. First, the image
is divided in a 4x4 grid. Edge detection is performed
to each block and the edges are grouped into 5 types:
vertical, horizontal, 45 degrees diagonal, 135 degrees
diagonal and non directional edges. The feature there-
fore consists of 16x5 = 80 coefficients. For matching
two feature vectors the standard L1− norm is used.

Tamura Tamura et al. [14] identified properties of the im-
ages that play an important role to describe textures
based on human visual perception. They defined six
textural features (coarseness, contrast, directionality,
line-likeness, regularity and roughness). We used 3
Tamura features to build a texture histogram: coarse-
ness, contrast and directionality. The Tamura features
are matched using the standard L2−norm.

4. CLUSTERING ALGORITHMS
In this section we present the clustering algorithms, called

folding, maxmin and reciprocal election. First, we intro-
duce some notation. A set of image search results I con-
tains n images. I can be stored either in a ranked list
L = L1, L2, . . . , Ln, sorted in decreasing degree of relevance
to the query, or in a set S = S1, S2, . . . , Sn, where there is
no particular ordering. The input to a clustering algorithm
can be either L or S, and its output is a clustering C: a
partitioning of I . In C, all the images are divided over K
clusters C1, C2, . . . , Ck such that Ck

T

Cl = ∅ for all l, k ∈ K

and
SK

k=1 Ck = I . The number of images in cluster Ck is

nk, so
PK

k=1 nk = n, and in each cluster Ck one image is
declared representative, called Rk. All the representatives
together form the set R. Let C′ be another clustering of I ,
with K′ clusters C′

1, C
′

2, . . . , C
′

k′ . Note that K and K′ may
be very different.

The three clustering algorithms differ from each other in
viewpoint. The folding algorithm appreciates the original
ranking of the search results as returned by the textual re-
trieval model. Images higher in the ranking have a larger
probability as being selected as a cluster representative. In
one linear pass the representatives are selected, the clusters
are then formed around them. The maxmin approach also
performs representative selection prior to cluster formation,
but discards the original ranking and finds representatives

that are visually different from each other. Reciprocal elec-
tion lets all the images cast votes for other images that they
are best represented by. Strong voters are then assigned to
their corresponding representatives, and taken off the list of
candidates. This process is repeated as long as there exist
unclustered images.

The number of clusters is never fixed, because it is impos-
sible to predict a priori what a good value is. This should
always be dynamically set for a specific clustering. We now
present the algorithms in more detail.

4.1 Folding
In some cases, it is important to take the original ranking

of the image search results into account while performing
the clustering. For example, it might be that the query is
very specific and only the top of the ranking is sufficiently
topically relevant. It might also be that retrieval speed is
valued over accuracy, and the uncertainty about topical rel-
evance of the retrieved items decreases quickly while going
through the ranking. Folding (see algorithm 1) is an ap-
proach that appreciates the original ranking, by assigning a
larger probability of being a representative to higher ranked
images.

The first step of the approach is to select the represen-
tative images, while traversing through the ranking L from
top to bottom. The first image in the ranking, L1 is always
selected as representative. While going down the ranked list,
each image is compared to the set of already selected rep-
resentatives. When an image is sufficiently dissimilar to all
the selected representatives in R, it is added to R. After this
pass through the ranking, clusters are formed around each
representative using a nearest neighbor rule: each image in
L is assigned to the closest representative.

Key to this approach is the definition of sufficiently dis-
similar while selecting the candidates. This parameter is set
automatic and dynamic as well. It is defined as the mean
distance all images in I have to the average image. The
average image is a synthetic image that only exists in fea-
ture space and is constructed by aggregating per feature all
the images into one canonical image. Since all features are
histogram-like features, this aggregation step follows from
their definition. It would be also possible to select a canon-
ical image from I using a heuristic, e.g. the image with the
smallest mean distance to all the other images.

Algorithm 1 Folding
Input : Ranked list L of I
Output : Clustering C

1: Let the image L1 be the first representative R1

2: for Each image Li do

3: if d(Li, Rj) > ǫ(*) for all representatives Rj then

4: add Li to the set of representatives R

5: for Each image Li /∈ R do

6: Find representative Rj that is closest to Li

7: Assign Li to the cluster of Rj

(*)ǫ is defined as the mean distance all images have to
the average image in I

4.2 Maxmin
The maxmin approach (see algorithm 2) doesn’t take the

original ranking into account like folding does. It rather
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tries to get as visually diverse representatives as possible.
To achieve this, it uses a maxmin heuristic on the distances
between cluster representatives. The algorithm takes as in-
put I stored as unordered set S, so the first representative
R1 is selected at random. The second representative R2 is
the image of S with the largest distance to R1. For each
following representative, the image is selected that has the
largest minimum distance to all the other selected repre-
sentatives. This process is continued until this maximum
minimal distance is smaller than ǫ, which is again defined as
the mean distance all images have to the average image.

When the representatives are selected using this heuris-
tic, cluster formation is again carried out using a nearest
neighbor rule. Each image is assigned to the closest repre-
sentative.

Algorithm 2 Maxmin
Input : Set S containing I
Output : Clustering C

1: Select the first representative R1 randomly
2: while All pairwise distances in R > ǫ do

3: for Each image Li /∈ R do

4: Let di be arg min
d(Li,Rj),Rj∈R

5: Add to R the image with arg max
di

6: for Each image Si /∈ R do

7: Find representative Rj that is closest to Si

8: Assign Si to the cluster of Rj

4.3 Reciprocal election
In contrast to folding and maxmin, the reciprocal election

approach interleaves the processes of representative selection
and cluster formation. The key idea behind this approach
(see algorithm 3) is that every image in I decides by which
image (besides itself) it is best represented. They all cast
votes for the other images, and all the votes an image re-
ceives determine its chances of being elected as representa-
tive. The process of voting is based on calculating reciprocal
ranks in rankings of I . For each image Si, the whole set of
image search results I is ranked into Li based on visual sim-
ilarity to Si. The image Si then casts its highest vote for
the image that appears on top of that ranking (excluding
itself), its second highest vote to the number two of that list
etcetera. Therefore, each image in Li receives as a vote from
Si its reciprocal rank, i.e. 1/r where r is its rank in Li.

When all the images have cast their votes, the image with
the highest number of votes is selected as first representa-
tive R1. Immediately, the cluster around R1 is formed, by
inserting those images that have R1 in the top-m of their
ranking. The rationale is that because R1 appears so high
in their ranking, they are sufficiently well represented by
R1. After cluster C1 has been formed, its members and its
representative are excluded from the list of candidate rep-
resentatives, and the process is repeated until every image
has been either selected as representative or assigned to a
cluster.

5. EXPERIMENTAL SETUP AND RESULTS
Our test corpus consists of a pool of 75 topics that were

randomly selected from the Flickr search logs. Based on the

Figure 2: Overview of the reciprocal election algo-

rithm

Algorithm 3 Reciprocal election
Input : Set S containing I , parameter m
Output : Clustering C

1: Initialize Votes map V [0, . . . , k] = 0, . . . , 0
2: for Each image i in S do

3: Rank S into Li based on visual similarity to i
4: for Each image j in Li do

5: V [j]+ = 1/r, where r is the rank of j in Li

6: while V is not empty do

7: Let Ri be the item with the highest score in V
8: Remove Ri from V
9: Initialize new cluster C with representative Ri

10: for All items s in V do

11: if Ri is in top-m of Ls then

12: add s to cluster C
13: remove s from V

method for resolving query ambiguity as presented in [19],
we have divided our pool in 25 textually ambiguous queries,
and 50 textually non-ambiguous queries. This allows us to
measure the difference in performance of the visual cluster-
ing methods on both types of queries. For each query we
have retrieved the top 50 results from a slice of 8.5 Million
photos on Flickr.

To retrieve a list of 50 results for the non-ambiguous que-
ries we have used a dual index relevance model that pro-
duces a focused result set. To obtain the top 50 results of
the ambiguous queries, we have used a tags-only index rele-
vance model that produces a balanced list of diverse results.
The details of both retrieval models are described in [16].
The intuition behind these choices is simple. If the terms
in a query are textually diverse, then we want to produce a
diverse set of images that embodies many possible interpre-
tations of the user’s query. Consider for example the query
”jaguar”, which carries at least three different word-senses
that are present in the Flickr collection: the mammal, the
car, and the operating system. On the other hand, if a
query is textually non-ambiguous, e.g it has a clear domi-
nant sense, the precision can be improved by returning more
focused results. The query ”jaguar x-type” serves as an ex-
ample for a non-ambiguous query. In both cases, the result
sets produced contain visually diverse images on which we’ll
test our methods.

To evaluate the performance of the proposed algorithms,
we compare their output to clusterings that were created
by human assessors. The following sections present details
on the establishment of the ground truth, the evaluation
criteria and the experimental results.
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5.1 Human assessments
To establish a ground truth, we divided the 75 topics over

8 independent, unbiased assessors and we asked them to
cluster the images based on their visual characteristics. We
implemented the following procedure.

1. Select a topic, and inspect the top 50 results during at
least one minute. This allows the assessors to get an
overall impression of the images in the result set, to
get a rough idea of how many clusters will be needed,
and of their level of inter cluster dissimilarity. At any
point in the assessment, the assessor could switch to
this overview.

2. Form image clusters by assigning each image to a clus-
ter pool by entering the cluster id. In total the assessor
could create 20 clusters, and he/she could undo the last
assignment if needed to correct for errors. See Figure 3
for an example of this interface.

3. Once all images in the results were assigned to a clus-
ter, the assessor was asked to label each cluster and to
identify one image in each cluster that could serve as
a cluster representative.

In total we obtained 200 topic clusterings created by the
assessors, because each topic was assigned to multiple as-
sessors. We are therefore able to calculate inter assessor
variability, that provides us with an baseline during the per-
formance evaluation of the algorithms.

Figure 3: Example of the clustering interface used

by the assessors.

5.2 Evaluation criteria
Comparing two clusterings of the same data set is an in-

teresting problem itself, for which many different measures
have been proposed. We adopt two clustering comparison
measures that appreciate different properties. In this sub-
section we describe them briefly.

One popular category of comparison measures is based on
counting pairs. Given a result set I and two clusterings C

and C′, all possible image pairs based on I are divided over
the following four classes:

N11 :
image pairs in the same cluster both under C and C′

N00 :
image pairs in a different cluster both under C and C′

N10 :
image pairs in the same cluster under C but not under C′

N01 :
image pairs in the same cluster under C′ but not under C

From now on, we will refer to the cardinality of these
classes simply by its class name. These cardinalities are
input to the comparison measures. The first clustering com-
parison measure we use is the Folwkes-Mallows index [5]
that can be seen as the clustering equivalent of precision
and recall. A high score of the Folwkes-Mallows index indi-
cates that the two clusterings are similar. It is based on two
asymmetric criteria proposed by Wallace [17]:

WI(C,C′) =
N11

N11 + N01

WII(C, C′) =
N11

N11 + N10

The Folwkes-Mallows index is the geometric mean of these
two, making it a symmetric criterion:

FM(C, C′) =
p

WI(C, C′)WII(C, C′)

Another class of comparison measures is based on a struc-
ture called the contingency table or confusion matrix. The
contingency table of two clusterings is a K × K′ matrix,
where the kk′-th element is the number of points in the in-
tersection of clusters Ck of C and C′

k′ of C′. Our second
clustering comparison measure is the variation of informa-
tion criterion, V I(C,C′), as introduced by Meilă [9]. Varia-
tion of information uses the contingency table, and is based
on the concept of conditional entropy.

Given a clustering C, the probability that a randomly
picked image belongs to cluster k with cardinality nk, is

P (k) =
nk

n
This defines a random variable taking K values. The un-

certainty about which cluster an image is belonging to is
therefore equal to the entropy of this random variable

H(C) = −
K

X

k=1

P (k) log P (k)

The mutual information I(C,C′), the information one clus-
tering has about the other, can be defined similarly. First,
the probability that a randomly picked image belongs to
cluster k in C and to cluster k′ in C′, is

P (k, k′) =
|Ck

T

C′

k′ |

n

Then, the mutual information I(C,C′) is defined as the
sum of the corresponding entropies taken over all possible
pairs of clusters:

I(C,C′) =

K
X

k=1

K′

X

k′=1

P (k, k′)log
P (k, k′)

P (k)P ′(k′)
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The mutual information coefficient can be seen intuitively
as a reduction of uncertainty from one clustering to the
other. For a random image, the uncertainty about its cluster
in C′ is measured by H(C′). Suppose now that it is given
which cluster in C the image belongs to; how much does this
reduce the uncertainty about C′? This reduction, averaged
over all images, is equal to I(C,C′).

Finally, the variation of information is defined as the sum
of the two conditional entropies H(C, C′) and H(C′, C).
The first measures the amount of information about C that
we loose, while the second measures the amount of informa-
tion about C′ that we gain, when going from clustering C
to C′. It can be written as

V I(C,C′) = [H(C) − I(C, C′)] + [H(C′) − I(C,C′)]

The variation of information coefficient focuses on the re-
lationship between a point and its cluster. It measures the
difference in this relationship, averaged over all points, be-
tween the two clusterings, hence a low variation of informa-
tion score indicates that two clusterings are similar.

5.3 Results
All 200 clusterings of the 75 topics that were obtained as

a result of the human assessments are compared to the clus-
terings generated by the different techniques. Using the de-
scribed comparison measures, variation of information and
the Folwkes-Mallows index, performance is evaluated. In
this section, results are presented for ambiguous topics sep-
arately, non ambiguous topics separately and all topics to-
gether.

Interassessor variability and random clustering

As a base line for the performance we use the inter asses-
sor variability. A technique can not be expected to produce
clusterings that resemble on average the human created clus-
terings better than the assessors agree among themselves.
To put a bound on expected performance on the other end
as well, we compare the human created clusterings with ran-
domly generated clusterings. For this purpose, for each topic
a random number (between 2 and 20) of clusters was gener-
ated. Every image was clustered randomly into one of the
clusters, all random distributions were uniform. We expect
that the performance of each of the three methods to lay
within these two performance bounds.

Results on Fowlkes-Mallows Index

The best performing method according to the Fowlkes-Mal-
lows index is folding, followed by reciprocal election and
maxmin. Mean values and first and third quartiles are given
in Figure 4 for both ambiguous and non ambiguous topics.
The boxes show the average and the first and third quartiles
for all comparisons, i.e. 50% of the 200 clustering compar-
isons fall within the box. The figure is showing the per-
formance of reciprocal election, folding and maxmin; it is
also showing the comparison results of a randomly gener-
ated clustering and the inter-assessor agreements according
to the same comparison measure. Please note that a higher
FM -index corresponds to better performance, as it indicates
more agreement between the method and the assessors on
point pairs that fall in the same cluster. Table 1 presents
performance of the methods averaged over all topics, and

Figure 4: Performance of the three methods on the

Fowlkes-Mallows index, compared to human assess-

ments and the random baseline.

Inter-assessor Random Reciprocal Folding Max-

variability election min

FM 0.419 0.139 0.250 0.282 0.214
V I 1.463 2.513 1.975 2.081 2.129

Table 1: Average performance over all topics and

assessors.

with an FM -index of 0.282 folding outperforms again recip-
rocal election (FM = 0.250) and maxmin (FM = 0.214).

To test these claims for significance, we calculated p-values.
The null-hypothesis that all methods perform equally well
is rejected both times, with p = 0.006 for reciprocal election
and p = 2.3 × 10−9 for maxmin. Moreover, Figure 5 shows
per topic the FM -index for folding against the FM -index for
reciprocal election and maxmin. For every topic under the
equality line y = x, folding outperforms the other method.
With respect to reciprocal election, folding outperforms 58%
of the topics, and for maxmin this value is 73%.

The Fowlkes-Mallows index measures the degree of agree-
ment on point pairs that fall in the same cluster under both
clusterings. This measure is therefore rather sensitive to the
number of clusters. The folding approach benefits from its
strong mechanism to automatically and dynamically select
a proper number of clusters.

Results on Variation of Information Metric

A different relative performance is given by the variation of
information criterion. According to this measure, reciprocal
election outperforms folding and maxmin. Mean, first and
third quartile performance is given in Figure 6, while Ta-
ble 1 presents the performance averaged over all topics. In
this case, a lower variation of information indicates a better
performance. It denotes that there is less change in cluster
membership while going from one clustering to the other.
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Figure 5: Performance evaluation per topic com-

parison. The plots show the performance of folding

on the x-axis for each clustering comparison, with

respect to the performance of the reciprocal elec-

tion and maxmin on the y-axis. For every topic un-

der the line, folding outperforms the corresponding

other method.

Significance tests support the superiority of reciprocal elec-
tion. The null hypothesis of all methods performing equally
well is rejected with p = 0.002 for folding and with p =
7.3 × 10−7 for maxmin. Figure 7 presents relative perfor-
mance comparisons per topic. It shows that the majority
of folding and maxmin clusterings have a larger variation of
information coefficient than reciprocal election, respectively
63% and 70%. In this figure, for every topic under the line
reciprocal election achieves a better performance.

Rather than counting image pairs that fall in the same
cluster under both clusterings, variation of information fo-
cuses on the relationship between an image and its cluster.
It measures the difference in this relationship, averaged over
all images, between the two clusterings. As this is a more
general than counting successfully clustered image pairs, re-
ciprocal election has a better overall performance. We con-
jecture that this is due to how the approach follows the
intuition behind a cluster. Images in a cluster should all
be well represented by that cluster, a notion that translates
directly to how the reciprocal ranks are used as votes.

Ambiguous Topics vs. Non-ambiguous Topics

One more interesting result can be observed. Both Figure 6
and 4 clearly show that the assessors agree more on ambigu-
ous topics than on non ambiguous topics. This is probably
due to the fact that a more generally accepted clustering ex-
ists for topics that produce semantically different clusters.
On non ambiguous topics the assessors may choose more dif-
ferent criteria to base their clustering on. This behavior is

Figure 6: Performance of the three methods on the

variation of information metric, compared to human

assessments and the random baseline.

also visible in the performance of the methods; the perfor-
mance on ambiguous topics is significantly better than on
non ambiguous topics. This indicates the existence of clear
visual dissimilarity between semantically different images.

Parameter sensitivity of the algorithms

Both folding and maxmin are parameter free approaches.
The number of clusters is determined automatically based
on threshold ǫ, for which the appropriate value is calculated
given a set of image search results. The image similarity
measure or ranking function is also dynamic: weights for
the visual features are established automatically for each
set of image results.

Reciprocal election requires only parameter m, that de-
termines the window size with which the ranked lists are
inspected to decide upon cluster membership after a new
representative has been found. We experimented with sev-
eral values for this parameter m, and found more or less
consistent performance for values between 3 and 8. The
best performance was obtained using m = 4. With 5 <=
m <= 8, the variation of information increases slightly, but
the method still outperforms the other approaches. Relative
performance according to the Fowlkes-Mallows index did not
change significantly either. With m >= 9, performance de-
grades quickly, because then the images are assigned to a
representative too easily and clusters become too large.

6. CONCLUSION
Image search engines on the Web still rely heavily on tex-

tual metadata, causing a lack of visual diversity in image
search results. Still, diversity is a highly desired feature of
search results, no less in image search than in other search
applications. In this paper, we present new methods to vi-
sually diversify image search results that deploy lightweight
clustering techniques. These methods are effective, efficient
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Figure 7: Performance evaluation per topic compar-

ison. The plots show the performance of reciprocal

election on the x-axis for each clustering compari-

son, with respect to the performance of the folding

and maxmin on the y-axis. For every topic above

the line, reciprocal election outperforms the corre-

sponding other method.

and require no training nor parameter tuning. Given a user
query, they adapt automatically to the set of image search
results. The weights for visual features in a dynamic rank-
ing function are computed on the fly to emphasize highly
discriminant features for this set of results, and the number
of clusters is adaptive as well.

The folding strategy respects the ranking order and picks
the cluster representatives accordingly, while Reciprocal elec-
tion aims to optimize the clustering and the (s)election of
cluster representatives by a voting strategy where each im-
age determines a list of candidate images that it would best
represented by. After performing a large user-study to estab-
lish a ground truth and a baseline, we measure performance
of all methods.

Folding shows a better performance according to the Folw-
kes-Mallows index, a performance measure that focuses on
image pairs that can be formed with images from the same
cluster. This indicates that the folding approach benefits
from its strong mechanism to automatically and dynami-
cally select a proper number of clusters. On the other hand,
reciprocal election significantly outperforms the other meth-
ods in terms of variation of information, a more general per-
formance measure. The selection of candidates and the de-
cision on cluster membership both follow an intuitive notion
behind a clustering. We conjecture that this is rewarded by
means of a low variation of information, and therefore con-
clude that reciprocal election achieves the strongest overall
performance.

As part of our future work, we plan to do an in depth
evaluation of the feature weighting in the dynamic ranking

function and to investigate the benefit of incorporating more
features. Furthermore, we would like to relieve reciprocal
election method from its parameter m and thereby making
it parameter free as well, although it has proved to be in-
sensitive to its setting to a certain extent. By performing
an analysis of the distance distribution in the rankings, we
will investigate means to set this parameter automatically
as well. Finally, we will evaluate the quality of the cluster
representatives and their suitability to serve as visually dis-
ambiguated query expansion in order to diversify the image
search results beyond the scope of an initially returned set
of images.
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